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Abstract

During severe storm events, bridge safety is threatened by flooding hazards, including increased
hydraulic pressures and water-borne debris, such as large woody debris buildups, which could
exacerbate the scour of bridge foundations. To evaluate and identify possible bridge damages and
vulnerabilities during flooding events, it is necessary to assess bridge resilience on a regional level.
However, existing bridge vulnerability models are typically focused on a single bridge type and
cannot effectively scale to larger areas that could include various bridge types. To balance high-
fidelity models with the need for simplified, scalable models, bridges need to be classified based
on key characteristics. This project aimed to access the flood fragility of various types of bridges
in aregion, and it was completed in two phases. In the first phase, a clustering-based approach was
used to determine the optimal classification of bridges for vulnerability analysis to flood-related
hazards. The K-prototype algorithm was utilized to consider both categorical data and numerical
data. The dataset contained all the multi-span bridges overactive waterways in Vermont. The
results unveiled the bridges can be optimally classified into six major clusters: short, medium, and
long-span steel, concrete tee-beams and culverts, and covered wooden truss bridges. In the second
phase, the most representative bridges from each cluster were selected for further analysis of their
vulnerability to flood. Modelling of bridges in the Python library- OpenSeesPy was done for
fragility analysis. The final outputs as probability of failure of each bridge types are presented in
few easily applicable tables that is believed to serve bridge asset managers, local and state
governments, and other related decision-makers to take immediate actions and strategies on the
operations and maintenance of bridges during severe flood in order to mitigate the possibility of
economic and human life losses.
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Chapter 1: Introduction and Background

Many critical highway and railroad bridges and facilities of the nation are across rivers or other
water bodies, either along coastal lines or across inland rivers. Understanding when and how a
bridge might fail is critical for maintaining bridge safety. Bridge failures can impede emergency
response, commercial shipping, access to health services, and more. Among many causes of bridge
failures, flood and scour are important causes. According to an investigation by (Wardhana et al.,
2003), during the period between 1989 and 2000, 48.3% of the bridge collapses reported in the
United States was due to hydraulic causes, as shown in Figure 1. Over the decades, climate change
has been posing an increased threat to hydraulic structures. In 2011, the New England region
suffered from tropical storm Irene with a rainfall recurrence interval for a 12-hour storm exceeding
500 years. More than 300 bridge damages were reported in Vermont (Anderson et al., 2017).

I (1) Flood
N 2) Scour
1 (3) Construction and supervision mistake
B (+) Collision (3)123% (4) 11.73%
(5) Overload
I (5) Fire (2) 15.5%
[ 1(7) Earthquake
[ (3) Others

(5) 8.75%

(6)3.18%
(7) 1.99%

(8) 13.75%
(1)32.8%

Figure 1: Distribution of causes of the reported bridge collapses in the USA from 1989-2000 (Wardhana et al.,
2003)

During weather events with intense precipitation, like hurricanes, increased stream or river flows
can cause greater hydraulic pressures on bridge piers, along with local scour of riverbed near pier
foundations. Additionally, with strong winds and increased bank erosion and landslide potential,
riparian trees can fail, falling into the river streamline and generating large woody debris (LWD)
(Haehnel & Daly, 2004; Hughes et al., 2023; Kosi¢ et al., 2023). The LWD can then flow
downstream and become entrapped at bridge piers, which can increase the hydrodynamic pressure
on the bridge as well as cause increased foundation scour due to constriction of the river cross-
section. The combination of heightened hydraulic pressures, greater foundation scour, and
potential debris impact forces may result in the collapse of bridge as shown in the Figure 2.

55 g S LFX

Figure 2: Bridge collapse due to debris buildup and pier foundation scour (HEC-09).
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Forecasting the potential for bridge failures from an upcoming storm can help bridge owners better
manage inspection, mobilization, and mitigation techniques during hurricanes and other significant
flooding events.

1.1 Project Motivation

To this time, bridge owners and operators lack an efficient tool to inform bridge safety and assist
decision making regarding bridge closures or maintenance before and during flood events. Due to
the lack of such tools, properly planned and efficient mobilization of risk mitigation techniques
have not been in practice. Accurate models predicting bridge vulnerability considering the
combined effects of flooding, debris, and scour are needed. While several studies have investigated
bridge performance under flood hazard (Kim et al., 2017; Ahamed et al., 2021; Anisha et al., 2022;
Kosi¢ et al., 2023), due to the complexities in the modeling process, the studies have generally
focused on only one specific bridge or bridge type as a case study. Statistical models, scale models,
and finite element models have been used to increase accuracy in predicting structural failures and
scour (Ahamed et al., 2021; Kosi¢ et al., 2023; Panici & de Almeida, 2018). While such
frameworks have been developed to perform high-accuracy vulnerability analysis of specific
bridges or bridge types subjected to flooding, debris impacts, or scour, their application is limited
to those bridges which were used for modeling. Therefore, a fragility analysis of bridges at a
regional scale is required to improve bridge safety. Such methodology should be flexible enough
to extend to any other states rather than limited only to the region considered in the research.

1.2 Project Goal, Objectives, and Tasks

The goal of the project is to mitigate the risk of economic and human life loss due to bridge failures
during severe flood events. During major flood events, bridges are subjected to the risk of failure
due to hydrodynamic forces, accumulation of debris at piers and scouring of pier foundation.
However, there are no available tools to make decisions based on quantitative studies on the flood-
vulnerability of bridges. This project was hoped to assist the bridge owners with an effective tool
to act upon the safety and operability of bridges under such events. It would help in the
prioritization of the bridges for risk mitigation measures, based on their fragility level for a given
intensity of flood.

The objectives required to be fulfilled in order to meet this goal are as follows:

I.  to utilize a statistical measure to cluster bridges based on major flood parameters so that
numerical modellings could be simplified.
ii.  to numerically model the bridge types for each cluster using cluster mean bridges.
iii.  todo the fragility analysis of each cluster for various flood and debris intensities and
develop fragility curves.
iv.  to generate a final output as look-up tables that are simple enough to understand by even
a non-engineer personnel and could be implement easily during flood emergencies.

For efficient execution of the project, the above objectives were divided into multiple definitive
tasks. The tasks were organized in two distinct phases.

Phase-I:

The first phase was mainly about statistical analysis. The tasks that were carried out in phase 1
are listed below.
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i.  Literature review and data collection
ii.  Statistical Analysis
iii.  Debris dimension analysis

Phase-11:

The second phase was concerned with the numerical modelling and fragility assessment of the
bridges. The following tasks fell under this phase.

I.  Data and feature extraction

ii. ~ Numerical modeling of bridges
iii.  Fragility analysis
iv.  Tool development

1.3 Report Overview

The report includes three chapters and several sub-chapters. The first chapter starts with the
introduction of project goals, objectives, and tasks. The second chapter details the methodology
used in the study. It describes a statistical clustering algorithm called ‘K-prototype clustering’,
which has been used to classify the bridges into six clusters. The chapter also explains the
methodology for debris size and scour estimations, discusses the various limit states used to derive
fragility, and explores the numerical modeling of bridges and the theory of fragility analysis. In
the third chapter, results and discussions are presented, including the fragility curves for various
clusters at different flood and debris intensities. The result is presented in look-up table format.
Next, the major limitations of this study are highlighted. Finally, the conclusion of the study is
outlined, along with recommendations for its possible future extensions.
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Chapter 2: Methodology

Accessing the flood fragility of bridge structures in a regional scope is a multidimensional
challenge that demands statistical, structural, geotechnical and hydrological knowledge. Accurate
models predicting bridge vulnerability considering the combined effects of flooding, debris, and
scour have been generally focused on only one specific bridge or bridge type as a case study, and
such methodology fails to include the behavior of all types of bridges in a region. Although, the
most accurate way would be to model each bridge separately, detailed modelling of hundreds of
bridges at an individual level is not a practical aim. The unavailability of detailed design drawings
in digital form poses another hindrance for individual modelling of the bridges. For this reason,
this project used statistical measures to first classify bridges into optimum n number of clusters
based on major flood related parameters. Then, the numerical modelling of the n number of
clusters was done. To preserve the possible variations within the clusters, Monte Carlo Simulation
(MCS) method was used. The workflow is represented in the flowchart shown in Figure 3.

Bridge Data
Collection

Clustering
Algorithm

4
A

Failure Modes
Definitions

Flood Load n Cluster Mean
Bl Bridge Data

Accumulation FEA

’ Results
Scouring =) FE Model =) LS Check

Hydrodynamic
Force

4 Regression
Fragility Outputs

(Look-up Table)

Figure 3: Flowchart of the Project's Methodology

2.1 Case Study and Data

The case study focused on bridges within the state of Vermont, a region which is highly prone to
drift accumulation and scour-related damages and has been the subject of several previous studies
(Anderson et al., 2017, 2020; Hughes et al., 2023). For instance, during Hurricane Irene in 2011,
300 bridges were damaged (Anderson et al., 2017). While the case study focuses on this region,
the methodology can be extended to any region of interest. The bridge data were downloaded from
the (National Bridge Inventory) (NBI) dataset, which offers publicly available data on bridges
across the U.S., including bridge location and key characteristics related to size, material, design
type, maintenance, etc. The initial dataset was comprised of 2,486 bridge structures throughout the
state. To select bridges considering the objectives of evaluating/assessing their damage due to
flooding, debris buildup, and foundation scour around piers, the full dataset was reduced to include
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only multi-span bridges crossing active waterways (rivers, streams, brooks, etc.). As piers are a
major source of debris collectors, only multi-span bridges were considered in the study. The
bridges crossing lakes or bays were not considered based on the different nature of large inland
lakes compared to rivers and streams. As such bridges are much less vulnerable to failure during
flooding, debris buildups, and scour, they are outside the scope of the present study. After filtering
based on these criteria, data related to 378 bridges remained available for vulnerability assessment
and can be seen in Figure 4. Due to the large number of bridges of varying designs, creating
detailed structural models is impractical due to computational and time and resource constraints.
By creating representative bridge models to represent a subset of the bridges, the differences in
bridge materials, designs, and sizes can be more appropriately captured while striking a balance
between computational complexity and model fidelity.

R \ ©  Excuded NEI Bridge
> O Bridges of Interest
? A '0\ TS R

Figure 4: Bridges from the NBI joined to VTRANS spatial data

The key features for consideration in the bridge classification were selected to represent key
structural parameters for modeling the bridge. While the NBI database contains over one hundred
features related to the bridges, the vast majority of these parameters are not relevant to the bridge’s
vulnerability to flooding, debris accumulation, or scour. After removal of irrelevant or redundant
features, four main parameters were identified as factors in the bridge grouping:

1. Structural material (e.g., wood, concrete, steel),
2. Design type (e.g., culvert, tee-beam, girder, truss),
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3. Total structure length, and
4. Average span length.

These parameters were selected based on availability of data and engineering judgement of the
key structural characteristics which could affect bridge vulnerability to flooding, debris buildup,
and scour. The structural material and design type play a critical role in the structural load, response
and strength, which are critical considerations in bridge vulnerability. Design type can also affect
the type of failure modes of the bridges. Meanwhile, total length and average span length (derived
from the number of spans and total structure length) jointly play a role to determine the extent of
exposure of the bridge to flood and debris. The number of spans correlates directly with the number
of bridge piers, which represent the main collector of debris, where the foundation scour can occur
and lead to bridge damage. In the case of water overtopping, longer span lengths will lead to
increased hydrodynamic forces. However, shorter spans could leave less room between piers for
debris to flow freely, leading to higher probabilities of debris buildup.

The bridge material and design type variables represent categorical data, such that each bridge is
grouped qualitatively into one material and design type category. On the other hand, the variables
related to the span length and number of spans are numerical. Therefore, the four selected variables
represent a mixed dataset, comprised of a combination of numerical and categorical features.
While these parameters were selected in this study, in future studies, the effects of incorporation
of different parameters, such as bridge width or foundation depth, can be explored. Not in
consideration for clustering were the hydraulic design requirements for individual structures. As
the structures were sorted to include only those with hydraulic crossings, it is the researchers’
assumption that each was designed with some level of hydraulic considerations and that the level
at which they were designed, or would be redesigned, is proportionate to the existing hydraulic
flow. While the design level may have a direct relationship with the vulnerability of a structure,
that is not within the scope of this work and could justify a standalone research topic evaluating
the relationship.

2.2 Statistical Clustering

Clustering is used in a diverse range of applications, such as image processing, neuroscience,
economics, and customer segmentation, among others. It serves as a fundamental step in handling
novel datasets, allowing the extraction of valuable insights and comprehension of data
distributions. It can also serve as both a preprocessing and intermediate step for various other
algorithms, including classification, prediction, and other data mining applications. Numerous
clustering algorithms have been developed, each with their unique approach and characteristics.
Some notable types include:

e Hierarchical Clustering (Nielsen, 2016): This method groups data objects on the basis that
objects closer to each other are more related than those farther away. It creates a
hierarchical representation of clusters, either in a bottom-up (agglomerative) or top-down
(divisive) manner.

e Centroid-based Clustering (MacQueen, 1967): In this approach, clusters are represented by
a central vector, often referred to as the centroid. The centroid need not be an actual
member of the dataset and is calculated as the average of all data points in the cluster.
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e Density-based Clustering (Kriegel et al., 2011): Here the clusters are identified as sets of
data objects that are grouped together based on regions of high density in the data space. It
is particularly useful for irregularly shaped clusters and can handle noise effectively.

These are just a few examples of the wide range of clustering algorithms available. Each algorithm
has its strengths and weaknesses, making each suitable for specific types of data and clustering
scenarios. Researchers and practitioners often choose the most appropriate algorithm based on the
data characteristics and the objectives of the clustering task. This study utilized centroid-based
clustering. In this technique, a center is selected for each of the predetermined number of clusters
K, and each data point is assigned to the cluster with the nearest center. Initially, the value of K is
tentatively selected by the user, and then an optimal value for K is determined using suitable
criteria. Then, a new center for each cluster is calculated based on the data points which have been
assigned, and all data points are once again distributed across all K clusters. This is done to see if
the new cluster center can better represent the data points within each cluster. The process
continues until a point is reached where constructing new cluster centers no longer improves the
representation of data within each cluster, and as a result, no data points change their assigned
clusters. The K-means algorithm (MacQueen, 1967), one of the most common centroid-based
methods, operates by reducing the Euclidean distance between the cluster data points and cluster
centers (i.e., mean) to minimize a cost function. However, due to its use of the Euclidian distance
as a measurement of data similarity, this approach is only suitable for datasets comprised of
continuous variables and cannot be applied for categorical datasets. Another type of clustering, K-
modes clustering (MacQueen, 1967), was introduced to accommodate data with categorical
variables. In this method, the mode, rather than the mean, is used for the cluster centers. Unlike K-
means, instead of reducing the Euclidean distance between cluster data points and cluster means
to reduce a cost function, K-modes uses a “matching dissimilarity” measure to update cluster
modes. Therefore, in the K-modes algorithm, the “distance” calculated is simply the number of
disagreements between each data point and the cluster mode. As a result, K-modes can only be
used for categorical data and not for continuous or mixed type datasets. To address these issues,
K-prototype clustering (Huang, 1998) was employed in this analysis. K-prototype is a combination
of the K-means and K-modes clustering algorithm and is suitable for mixed type datasets
containing both categorical and numerical features. This algorithm combines the “means” of the
numerical features and the “modes” of the categorical features to build a new hybrid cluster center
“prototype”. Based on the “prototype”, the algorithm builds a dissimilarity coefficient formula,
and the cost function is applicable to the mixed-type data. Suppose there are m features in a mixed-
type dataset, of which p are numerical features and m-p are categorical features. N and C represent
the numerical and categorical features. The dissimilarity coefficient D between two mixed-type
variables x and q is:

D(x;,q) = X0 (x¥ — g2 +y X111 6(xE, qE) ... (2.2-3)

where s represents the number of the given feature, and & is an indicator function as defined in
the equation 2:

_ 0if xg =qs
5(x,,q.) = {1 XL @2b)

In the equation 1, the parameter y is introduced to control the relative influence of the categorical
feature and the numerical feature on the clustering process. Higher values of y indicate more
weight is assigned to the categorical variables.
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Several techniques, such as Elbow method (Thorndike, 1953), Average Silhouette Criterion
(Rousseeuw, 1987), and Bayesian Information Criterion (BIC) (Zhao et al., 2008), exist to choose
the optimal number of clusters. BIC was used to decide the optimal number of clusters because of
its usefulness and ease of interpretation. The optimal cluster size K is that which minimizes the
BIC value, calculated as:

BIC = X, [log(nl-) —n;log(n) — %log(Zn) - %log(Zi) - #] - %Klog(n)
(2.2-c)
Where,
Si=—

- n;—K

il = cll2 . (2.2-d)

where K is the number of clusters, C; is the cluster center of the it" cluster, n; is the size of the it"
cluster, n is the size of the data set, and d is the dimension of the dataset.

2.3 Debris Accumulation and Foundation Scour

2.3.1 Debris Shape and Size

Estimation of accumulation of debris at bridge sites is challenging, influenced by many
uncertainties. As suggested by (FHWA HEC-09, 2005), size of accumulations depends mostly on
the debris dimensions and delivery rate, the flow depth, and the number and proximity of gaps and
piers affected.

] perwiim=a 3?i&rhnqm=a
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i<
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(a) (b)
Figure 5: Idealized shapes of debris jam. (a) Rectangular shape (b) Triangular/Conical shape. (Zevenbergen et al.,
2007)

Debris shape

The shape of waterborne debris accumulated at a pier is not yet fully understood (Diehl, 1997).
Based on field observations, NCHRP report-653 (Lagasse, 2010) describes both triangular and
rectangular debris shapes that could exist at bridge piers as shown in Figure 5. In some
experimental models like (Panici & de Almeida, 2018) conical shape of debris accumulation was
observed. However, the driving factors that cause the variety of debris shapes are still unknown.
In comparison to the triangular or conical shape, the rectangular shape has greater projected area
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for given values of height and width of debris jam, leading to a more extreme blockage of flow,
higher hydrodynamic forces and greater depth of scour. Therefore, in this study, rectangular shape
was adopted, thereby following a more conservative approach. However, the quantification of the
sensitivity of various debris shapes to the flood fragility of bridges is suggested for the future
endeavors.

Debris size

Determination of size of the debris accumulation is critical because it is associated with the
hydrodynamic force imparted on the bridge. According to (Diehl, 1997), log length can be used as
the width of debris jam. However, because very long trees are usually trapped along the upstream
channel before reaching the bridge site, the debris width is limited to the sum of half of the span
lengths on both sides of pier as recommended by New Zealand Highway Bridge Design
Specification, which is also recommended by (AASHTO LRFD, 2012). Therefore, in our study,
single pier accumulation is considered, in which, debris width can vary from zero (no
accumulation) up to the average span length. The height of accumulation is conservatively taken
as full water depth as suggested by (FHWA HEC-09, 2005).

When water is at superstructure level, debris accumulation might take place along the whole span.
(FHWA HEC-09, 2005) suggests, for superstructure accumulation type, the width of debris is
equal to span length and height of debris is equal to the vertical height of superstructure plus 1.2
m above and below the superstructure (Wellwood et al., 1989).

2.3.2 Scour Calculation

Scour can be defined as the erosion of riverbed due to current of water. Among three types of
scours that are generally recognized (Aggradation/degradation scour, general scour and local
scour), local scour occurs in the vicinity of piers, exposing the embedded foundation and thereby
affecting the stability of the whole bridge. As discussed in the introduction part, scour failure of
bridges is very common, and scour depth is further increased by the accumulation of debris.

Among many other methods, the commonly used guidelines to assess scour conditions for a variety
of bridge foundations and hydraulic conditions is given by Federal Highway Administration
(FHWA) Hydraulic Engineering Circular HEC-18 (Arneson et al., 2012). Pier scour is given by
HEC-18 as:

YS _ yl 0.65 0.43
= = 2K,K, Ky (;) Fro®® (232 —a)

Where:

ys = scour depth

a = pier width

K; = correction factor for pier nose shape (1.0 for round nose pier)

0.65
K, = correction factor for angle of attack of flow = (cos 0+ ésin 0)

L = length of pier
6 = angle of attack
K5 = correction factor for bed condition (1.1 for clear-water scour)
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v, = flow depth directly upstream of the pier

Fry = Froude Number directly upstream of the pier = V,/(gy,)/?
V; = mean velocity of flow directly upstream of the pier

g = acceleration of gravity

The presence of debris affects the scour depth. To account the accumulation of debris on the pier,
the pier width is modified based on the shape of debris as:
Ki(HW) + (y, — KiH)a

a; = .(232-b
d " ( )

Where:

a; = modified pier width

K; =0.79 for rectangular debris, 0.21 for triangular debris
H = height (thickness) of the debris

W = width of debris (perpendicular to the flow direction)

Although widely used, this guideline by HEC-18 has two major limitations. The first one is that
the bed soil property is not considered in the equation. The second limitation is that most of the
experimental validation studies have shown that the HEC-18 equation produces conservative
results (Johnson et al., 2015).

2.4 Limit States for Bridges

The most essential aspect of fragility assessment of bridge structures is to determine limit state (or
performance) functions. There are several possible modes a bridge might fail for a given flood
hazard. Those modes of failure are either material failure or instability of the bridge. Each mode
of failure is defined by a unique limit state function.

There are multiple literatures like (Anisha et al., 2022; Arora, 2023; Kim et al., 2017; Kosi¢ et al.,
2023) that did fragility assessment of bridges mainly due to flood scour and debris accumulation
based on various kinds of limit state functions. Typically, the limit state functions are decided
based on the failure modes observed in the past records on hydraulic failure of bridges. From the
studies conducted after the floods in Queensland, Australia in 2013, (Lebbe et al., 2014) identified
in their studies that the major failure criteria for bridges were deck and approach damage, pier and
abutment scouring, debris build up on the structures, etc. In another study by (Lin et al., 2014), 36
cases of bridge failures pertaining to scour were analyzed based on hydraulic, structural, and
geotechnical conditions. It was found that pier failure (comprising pier foundation failures) is the
most common case. Three common types of failure modes are identified from that study- vertical
failure, lateral failure, torsional failure and deck unseating.

As discussed in detail in (Lin etal., 2014), vertical failure could be due to buckling and inadequate
soil support. For deep foundation, penetration of friction piles, undermining of pile toe and pile
buckling can lead to vertical failure of a bridge. Similarly, the lateral failure consists of pushover
failures of piers and structural hinging of piles. Pushover analysis is a nonlinear static analysis that
is usually done for a more detailed analysis of a single bridge, which demands quite a lot of
computation time and therefore it becomes difficult to do MCS of pushover analysis. Therefore,
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in future, if detailed design drawings of all the bridges are available and easily incorporated in
bridge modelling, pushover analysis is recommended. However, in our study, the lateral pushover
limit state is indirectly realized by yielding of pier reinforcements in flexure. To add to the possible
limit states for failure in lateral direction, along with the structural hinging of piles, shear failure
of piles has also been incorporated in the study.

a) Deck Unseating

Failure of bridge deck during flood is mainly due to an excessive lateral hydrodynamic pressure
due to water current in the case when water level exceeds the bearing elevation. Additionally, if
there is debris entrapped on the deck, the area that faces the drag force increases. Buoyancy due to
submergence of deck and lift force caused due to water current also act favorably for deck
unseating. Simply supported spans are susceptible to flooding if the deck is not structurally
attached to the piers. In elastomeric bearings, the girders simply rest over the pier head, and
therefore, the connection provides no resistance (except friction) while deck tends to unseat. On
the contrary, steel pin or shear key connections provide some additional resistance to sliding of
deck due to the structural strength of the pins and shear strength of the shear keys. However, like
in the literature (Pucci et al., 2023) in our study also, the resisting force due to bearing connection
is not considered. The reason for this is mainly due to the unavailability of statistical and design
data for different kinds of existing bridge bearings. Neglecting the connection strength will make
our analysis more conservative. However, to accurately account the resistance of deck movement
in the lateral direction, mechanisms of failure of various kinds of bridge bearings are suggested to
be studied in the future.

The lateral force that tends to drive the sliding of deck is the hydrodynamic drag force due to the
water current. It acts on the projected area of the obstruction, which can include debris area also.
The detail about calculating stream pressure is explained in the reference (AASHTO LRFD, 2012).

1
F. = A, ><@C'Dpwv2 v (24 -0a)

Where:

F, = hydrodynamic force in lateral or x-direction
A, = projected area of the obstruction

Cp = drag coefficient

pw = density of water

v = velocity of fluid

To resist E,, static friction is mobilized, which depends upon the vertical reaction. There are three
vertical forces that come into picture when deck is submerged. One is the dead weight of the deck
(W), another is the uplift force due to buoyancy (U), and the last one is the lift force due to
hydrodynamic action (L).

The buoyant force is equal to the weight of water having volume equal to the submerged portion
of the superstructure (V,p)-

U=vwVsup --(2.4—Db)
Where, ¥, is the unit weight of water.
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Hydrodynamic lift (L) is caused because of the pressure reduction caused due to the speed of
water.

L= %CL (24 —0)
The net vertical reaction F, is:
E,E=W—-U-L ..(24—4d)
According to the law of static friction, maximum mobilized static friction Fy is given as:
Fr a F,
Fr=pusF, ..(24—¢e)

Where, u; is the coefficient of frictional resistance between the contact area of the superstructure
and substructure. u, depends on the material the contact surfaces are made up of.

Buoyancy (U), Lift (L)

a

Friction (Fy) < I » Force (F,)

— 1 1

\ 4

Weight (W)

Figure 6: Free body diagram showing static friction

If the mobilized friction tends to exceed the maximum mobilized friction, then the sliding of deck
occurs as shown in Figure 6. So, the limit state equation that expresses the deck displacement
failure is given as:

F,>pusF, .. 24-f)
b) Pile Flexure Yielding

For deep foundations, the piles are subjected to mainly three kinds of forces- compressive force,
shear force and flexural moment. In this section, flexural limit state is discussed. Due to lateral
hydrodynamic force, the piles resist the bending moment. The magnitude of moment resisted by a
pile depends upon the lateral force as well as the moment arm. If there is scour, the moment is
further increased due to increased moment arm. Moreover, the entrapment of debris increases the
magnitude of lateral force.

If the moment in a pile exceeds its flexural capacity, then hinging of pile occurs. Pile hinge
destabilizes the pier foundation, leading to a catastrophic failure (Lin et al., 2014).
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Figure 7: Fully plastic section of an I-section a) Pile section b) Strain diagram c) Stress diagram

The capacity of the piles was calculated based on the non-linear section capacity. For an I-section
steel pile, the plastic moment capacity is the moment resisted by the pile when its section
undergoes fully plastic.

When the section is fully plastic, a neutral axis passes through the centroid of the section as shown
in Figure 7. To calculate the fully plastic section moment capacity (M,), first, force is obtained by

multiplying the yield stress (a,,) with the area element (Apl-) and the moment arm (y;) which is the

distance between the neutral axis to the centroid of the area element. The numerical integration to
obtain the total plastic section capacity is given as:

M, = ZApinyl' .(24-9)
i

Once the section is fully plastic, it cannot take any further moment. If a moment (M) that exceeds
M,, is applied to the section, then the section will go rotation indefinitely, which indicates failure.

Therefore, the limit state equation that expresses pile flexure yielding is given as:
M>M, ..(24-h)

¢) Pile Buckling

Buckling of piles is another possible failure mode that destabilizes the pier foundation (Lin et al.,
2014). When a long slender member is loaded with a compressive load exceeding its critical load,
then it buckles. The buckling of a pile is characterized by a large lateral deformation that limits its
axial load carrying capacity. For a long slender member, buckling capacity is usually less than its
compressive yield capacity. Due to scouring of foundation, the non-embedded length of pile
increases. This makes the piles vulnerable to buckling.

Buckling capacity can be calculated for various boundary conditions as shown in Figure 8. The
equations published by Leonard Euler in 1744 are still used in design code like (AASHTO LRFD,
2012). A column may exhibit buckling in many different possible modes. The first mode of
buckling shown in Figure 8-a, is the predominant mode because it is characterized by the least
critical load.
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Figure 8: First buckling mode for various end conditions (a) Pinned-pinned, (b) Fixed-free, (c) Fixed-pinned, (d)
Fixed-fixed

Suppose a long and slender pile with some uniform cross-section with the moment of inertia (I)
about weak axis throughout its length (I). If ‘E’ is the material modulus of elasticity, the critical
load that initiates buckling is:

m2El
(K1)?
Here, ‘k’ is the effective length factor in the plane of bending, which depends on the end condition.
For fixed-fixed end condition, value of K is 0.5.

P, = (24-10)

So, if P is the maximum actual axial force in a pile column, the limit state equation that expresses
pile buckling is given as:

P>P, ..(24-))

d) Pile Shear

If lateral load due to hydrodynamic failure is large enough, then shear force in piles can exceed
their shear strength, leading to pile shear failure.

The shear capacity of a pile section can be calculated based on Chapter G of American Institute of
Steel Construction (AISC). For an I-section beam, the nominal shear capacity is obtained as the
60% of the yield capacity of the web:

V, = 0.6f,4, ...(24—k)
Where, ‘f,’ is the yield stress of the steel and A,, is the area of web.

If V is the actual shear force in a pile column, the limit state equation that expresses pile shear
failure is given as:

V=0.6f,4, .41
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e) Foundation Soil Bearing

Due to excessive hydrodynamic load, foundation load increases, which could lead to bearing
capacity failure of the soil.

In case of deep foundation, the bearing resistance is provided by the earth in two ways- one is by
skin friction, and another is by tip bearing as shown in Figure 9. The piles in which the resistance
is mainly provided by the friction between the pile’s circumferential area and soil around it, are
called friction piles. This kind of load bearing system is used when there is no underlying firm
bedrock. On the other hand, if the load is transmitted mainly through the tip area of the piles, then
it they called tip (or end) bearing piles. This kind of system is used when there is a firm underlying
rock where pile tips could rest on. A mixed type of pile load resisting mechanism uses both the
skin friction as well as end bearing resistance to support the vertical load.

.

€Y (b)
Figure 9: Load resisting mechanisms of piles. (a) Friction pile, (b) End-bearing pile

To determine the soil support strength, various dynamics and statics methods as described in
(AASHTO LRFD, 2012). If we have SPT value of cohesionless soil, Mayerhof, 1976 method can
be used to obtain the tip and friction strength of the soil.

If a pile with diameter ‘d’ ft is embedded to a depth *D’ft, then the nominal unit tip resistance ‘g,
is obtained as:

0.8(N1.,)D
qp(ksf) = TGO <q

Where, N1, (blows/ft) = is the SPT value near the pile tip corrected for overburden pressure.

. (24 —-m)

q; is the limiting top resistance. For sands, q; = 8 X N14,, and for silt, g; = 6 X N14,. For non-
circular pile, D is calculated using effective area. For a steel H-pile, during penetration, the soil
between the flanges moves as a bulk. So, the effective area of H-pile is a rectangular area:

Aeff = lflange X Lyep
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/4

Similarly, the side resistance for non-displacement piles (e.g., steel H-piles) is obtained by the
following formula:

So, diameter D =

50

qs(ksf) = (24 —n)

Where, Nlg, (blows/ft) = average corrected SPT-blow count along the pile side.

In case the N1, value is not directly available from the SPT, but soil friction angle is known, the
correlation modified after (Bowles, 1997) can be used as mentioned in (AASHTO LRFD, 2012),
which is shown in Table 1.

Table 1: Correlation between SPT N160 values and soil friction angle

N1go o
<4 25-30
4 27-32
10 30-35
30 35-40
50 38-43

When there is excessive axial load in a pile, the skin friction and tip bearing resistance is fully
mobilized. This will cause penetration of piles into the earth, thereby causing large vertical
displacement and instability of the foundation. If ‘P’ is the total axial load in the pile with
embedded circumferential area ‘A’ and tip circular area ‘A,,’, the total strength of soil support in
the axial direction of a pile is:

P,=qsXAs+q, XA, ..(24-0)

For a H-section piles, A, is calculated by using equivalent diameter ‘D’ and A; is calculated using
effective rectangular area.

The limit state equation that expresses the failure of soil bearing capacity is:
P=>qsXAs+q,%xA, ..(24-p)

For deflection of soil mass in lateral direction, p-y curves are important. However effective depth
of embedment can be used to avoid complex modelling that uses soil springs. The more about
equivalent depth of embedment will be expounded later in modelling section. Similarly, group
failure of piles is also mentioned in (AASHTO LRFD, 2012) for design purpose, where the
capacity of one pile is multiplied by the number of piles (when spacing > 2.5D) to obtain the group
strength. However, the lateral hydrodynamic load does not affect the total vertical loads in piles.
During flood, the moment due to hydrodynamic load causes piles at extreme ends to bear higher
axial load than in normal condition. Therefore, piles are expected to fail individually rather than
group failure, and therefore, strength at individual level is dealt in our analysis.
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f) Pile Undermining

(Linetal., 2014) mentions undermining of pile tip to be another possible mode of failure of a deep
foundation. The foundation may fail if there is deep scour (D;) that exceeds the foundation depth
(Dr). Hence, the limit state equation is:

D;>Ds ..(24-¢q)

This limit state is more important for pile foundation if the piles are end-bearing type. In the case
of piles with skin friction as dominant load resistant mechanism, the piles will fail in bearing
capacity way before scour reaches to the pile tip. However, this limit state was included in the
fragility analysis so that failures in case where the tip bearing is dominant, would not be missed.

g) Pier Flexure

Excessive hydrodynamic load in a bridge added by debris loads can lead to large bending moments
at the base of tall piers. If the bending moment exceeds the flexural capacity of the pier section,
then the pier may fail. Calculation of section capacity is therefore important to assess the
vulnerability of a pier member.

For a reinforced cement concrete section, section capacity is usually accessed by doing moment-
curvature analysis, as discussed in the reference, LRFD Seismic Analysis and Design of Bridges
Reference Manual, (FHWA, 2014). After the moment curvature analysis, the damage state is
calibrated using ductility ratio, (i, ) which is defined as the ratio of displacement of the bridge pier
to the yield displacement at the same location. Displacement ductility is more related to structure
limit state. But (Priestley et al., 1996) suggests that the term limit state can be applied to member
response as well.

A member limit state can be defined for various stages of member failure. In the reference
(Priestley et al., 1996), four different limit states are discussed for a reinforced concrete member
— cracking, first-yield, spalling and ultimate limit state, as shown in the Figure 10.

4 Spalling

[ — — -
= / Ultimate
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=
2 [ Yield

Cracking

P
Curvature

Figure 10: Concrete member limit states

First-yield limit state is defined as a point at which a significant change in stiffness occurs due to
onset of yield in the extreme tension reinforcement. In Figure 10, it can be seen that the moment
required for yielding of reinforcement steel is much less than the moment required for ultimate
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capacity. In our analysis, as will be later seen in the results, the moment is not enough even to
make the yielding of reinforcement as predominant failure mode among the other fragility modes
discussed before. Therefore, yielding of reinforcement bars can be safely taken as the limit state
of pier flexure failure. The calculation for this limit state does not involve developing a full
moment-curvature plot, which makes the analysis relatively easier.

The calculation procedure for axial-moment strength interaction relationship (or the limit state
moment at which yielding of steel occurs), is similar to the process of calculating the moment-
curvature curve as outlined in (FHWA, 2014). The algorithm that can be used to calculate the yield
moment is given below:

Steps:

I.  Model section with geometric and stress-strain relations for concrete, confined concrete,
and steel.
il.  Set extreme steel yield strain, €.
iii.  Guess the neutral axis depth, c.
iv.  Calculate strains at various depths of section, €,.
v.  Calculate the stress in bars and in slices of concrete based on constitutive models, f;, and

fex-
vi.  Sum the forces and compare to applied axial load, P = Pgppieq-
vii.  If the total force matches the applied axial load, go to step () otherwise go back to (iii) and
guess a new depth.
viii.  Sum moments about the center of gravity of section to get M.

In this iterative process, bisection method can be used while guessing the neutral axis depth for
the new iterations.

The constitutive models of both steel and concrete are non-linear stress-strain relationships. For
steel, bilinear elastic - perfectly plastic model has been used. Since the limit state is characterized
by the first attainment of yield stress, modelling of strain-hardening is not required in our case. For
the concrete, Modified Hognestad Model (Hognestad, 1951) has been used, in which the stress-
strain relationship is described by the combination of quadratic and linear curves as shown in

Figure 11.
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Figure 11: Hognestad Model for concrete, snippet from (Hognestad, 1951)

The parabolic part of the curve is defined by the following relationship:
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f=fr [25 _ (E)Zl (24 -7)

€o €o

For linear part,

f=fl =AM x—2 (24-5)

Eu 60
Where,

f."" = maximum stress in flexure of concrete; nominal capacity (obtained from cube or cylinder
tests).

_2fe
EC

E. = 4700,/f," is the initial tangent modulus of the concrete.

€, = ultimate strength of concrete

€o

The concrete in tension has insignificant strength. Therefore, for the tensile strain, the concrete
stress is set to zero.

If Mgppiiea aNd Pappiieq are the moment and axial force applied at the base of the pier column, and
moment M,, is the moment capacity of the pier section at which the first yielding of reinforcement

bars occurs (calculated as prescribed above), then the limit state equation that expresses the flexure
capacity of pier is:

Mapplica =My, .24 — 1)

2.5 Limit States for Culverts

There has not been much research on flood fragility analysis of highway culverts. Typically, the
failure modes of culverts are different from bridge failure modes Hydraulic Design of Highway
Culverts (Schall et al., 2012). (Rodwell et al., 2023) used empirical survey data collected in the
aftermath of 2015 Illapel tsunami that occurred in Chile to fit fragility curves based on water depth.
But such methodology is limited to particular case studies only. Moreover, the objective of the
project was to develop fragility curves based on easily assessable parameters, and measuring
absolute depth of water during severe floods is not an easy task.

In the design manual, (Schall et al., 2012) points out that the failure of a culvert can be identified
as the exceedance of its allowable headwater. Here, the definition of allowable headwater hinges
on economic considerations, regulatory constraints, AOP considerations and agency constraints.
As our project is mainly concerned about human safety and operability that requires emergency
actions, only economic considerations are studied. However, in future, for the study of long-term
vulnerabilities, other criteria are also recommended to be incorporated.

In the economic consideration, during flood, the failure modes described in the design manual are
embankment piping, severe outlet scour due to high outlet velocities and roadway overtopping.
The primary cause of all these failures is the increase in water levels beyond allowable limits.
Study about embankment piping requires detailed site-specific geotechnical data. On the other
hand, scour prediction equations available in (Arneson et al., 2012) are for piers only, which can’t
be applied to closed bottom culverts (like box culverts). Method to determine the fragility of box
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culverts due to scour is not simple. It requires rather complex hydraulics, geotechnical and
structural modelling. Factors like channel bed, bank material, velocity and depth of flow at outlet
and channel, amount of sediments, etc. might all affect the scour potential and therefore scour
prediction is rather subjective topic as per (Schall et al., 2012). Usually for the estimated high
outlet velocities, the scour protection measures at the outlet sites are considered in the designs,
which puts further uncertainty in its fragility analysis. The results of the study used for site specific
cases can’t be used to generalize the fragility in a regional scale, and to perform numerous site-
specific studies, the unavailability of detail data for each culvert and the demand of huge
computational power checks the motivation. For all these reasons, the roadway overtopping was
chosen as the limit state for culvert failure.

If ‘H;;,’ is the depth of water (hydrostatic head) at inlet of the culvert and Hpgy, is the height of
roadway top measured from the riverbed (or barrel invert), the limit state equation that expresses
the culvert failure is:

HihZHRW (25—a)

Although the limit state function does not tell, the roadway overtopping also signifies the risk of
piping and outlet because of the high head at the inlet. More importantly, the increase in water
level beyond a certain limit poses the risk of flood damage to the buildings and properties in the
vicinity of the upstream reach. Taking the economic loss due to flood inundation might be
challenging as it requires detailed site-specific data and therefore results can’t be generalized for
a whole region. For this reason, roadway elevation was used as the limit state level for the culvert
failure.

2.6 Numerical Modelling

Individual numerical modelling of all the bridges was not practical. As the first step, statistical
clustering method was used to categorize all of the bridges into n number of clusters based on four
important flood related parameters. That reduced the problem to numerically modeling each cluster
separately. Then, only n basic bridge models, that in general, represented all the bridges in their
respective clusters, were needed to be developed. For this purpose, the mean bridges of the clusters
were used. The detailed design drawings of the n mean bridges were obtained from VTrans. The
mean bridges were modeled in OpenSees, which will be discussed in detail later in the report.
Modeling of one representative bridge and generalizing the results for the whole cluster couldn’t
be an accurate approach because the design of each one of the bridges within a cluster is also
different. Therefore, the model had to be dynamic in nature where various parameters were not
deterministic. Uncertainty of various modelling parameters was therefore considered in the
numerical modelling process. The design drawings of the mean bridges allowed to have the sense
of how the bridge geometry parameters are proportioned for the cluster, and Monte Carlo
Simulation (MCS) method was used to take care of uncertainty within the clusters.

2.6.1 Parameters Uncertainties

As discussed before, although the detailed design data of a cluster representative bridge were
considered, the uncertainties of various parameters that may exist within a cluster were also needed
to be accounted in the model. It was assumed that all the bridges within a cluster were designed
based on the same basic design principles that the cluster representative bridge was designed on.
This assumption is reasonable because bridges are designed following the same fundamental
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design code like- (AASHTO LRFD, 2012), although over the course of decades, some minute
details of the code might have been updated.

Data were collected from National Bridge Inventory (NBI) and Vermont Agency of Transportation
(VAQT) Bridge Inventory System (BIS). Using MCS for uncertain parameters had to be wisely
utilized, considering the practicality of the randomly generated bridge geometry. As for an
example, a randomly generated bridge span could be very long, meanwhile, the randomly
generated concrete pier section area for the same bridge could be too small to withstand even the
deadload of the superstructure. Therefore, using MCS for all of the parameters without due
consideration to the correlation among the parameters and practicality of the parameters’ values
could not ensure reliable results. Another challenge that was needed to be dealt with was the
unavailability of data. For MCS, we need some range of possible values with some distribution
type for each of the uncertain parameters. NBI did not have substructure (pier geometry and
foundation type) and geotechnical data of the bridges. Neither other resources could provide some
common range for those parameters because design parameters’ values of bridges are always
unique based on the local condition of bridge site, designer choices, indeterministic factor of safety
used in the design, etc. So, these two challenges had to be overcome.

To solve the first challenge, for MCS, random bridges from within a cluster were chosen rather
than varying parameters independently. This made sure that the randomly generated bridge would
always be a realistic one. In the table 2, i* bridge means a randomly selected bridge among all
the bridges within a cluster. Most of the bridge geometry parameters were picked from it" bridge.
However, the bridge substructure data was not available. This second challenge was overcome by
using the geometry proportional factors. The authors utilized the mean bridge to get different
representative proportional constants for girders, pier section and foundation.

Girders

The number of longitudinal girders affects the deadload and stiffness of the deck. Data for the
number of girders was not available for all the bridges. Therefore, using the mean bridge, the
number of girders in the i*" bridge was determined. A number of factors like superstructure type,
material, slab thickness, span length, etc. come into play in the design of girders. However, since
the chosen cluster parameters are such that the above-mentioned parameters do not quite vary
among the bridges of the same cluster. Therefore, it was assumed that the number of girders is
affected only by the slab width. With this assumption, the number of girders is proportionate with
respect to the width of the slab in a linear fashion. The proportionality constant was obtained from
the mean bridge. If wy, and ng, are the width of slab and number of girders of the mean bridge,

the proportionality factor k, can be defined as the number of girders per unit width of the slab.

n
k,=-2 ..(261-a)
Wso

If w, is the slab width of the i*" bridge, the number of longitudinal girders in it is obtained as:
ng =ws xky ..(2.6.1—b)

The minimum value for ng is set to be 2.
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Pier Section

The pier section area determines the projected area, lateral capacity as well as dead load on the
pier base and foundation. For the piers, it has been assumed that the dead load at the base of the
pier determines the size of the pier section. If W,,, and W, are the weight of pier and deck of the

mean bridge respectively, then the dead load at the base of the pier (W) is:
WO = Wpo + Wdo s (2.6.1 - C)

If A, is the pier area of the mean bridge, the proportionality factor, k, can be defined as the area
per unit dead load.

Apo
A )

Based on k, pier area of a random i*" bridge (A,) can be obtained using its superstructure weight
and pier height. If H,, W, and p are the height of pier, weight of deck and density of RCC of the
it" bridge respectively, then the dead load at the base of pier (W) is:

W=W;+pHyA, ..(261-¢e)
Using the proportionality factor,

Ap =W Xk,
Ay, = (Wy + pH,Ap) X Ky
k,W,
Ay=—P " (261-
= Top, Iy
Pier width (w,,) can be calculated as:
AP
Wp =T (2.6.1 — g)
p

Where, the length of pier [,, can be assumed to be equal to the slab width. This assumption was
derived from the mean bridge geometry. The minimum horizontal dimension of pier is 2 feet (New
York City Laws). If pier width in the calculation above came out to be less than 2 feet, then the
width was set to the minimum value (2 feet) and the length of [,, was calculated by conserving the

area A,. Also, the height to width ratio of pier was set to the maximum of 12 (New York City
Laws). Therefore, for higher ratio, w, was calculated as:

Hy (2.6.1 —h)
Wp = 12 ... (£.0.

And the pier length was calculated by conserving the area A,,.

Foundation

A similar method described above was be adopted to calculate the pile geometry in the pier
foundation using the mean bridge as the reference. The number of piles in the foundation was
proportioned based on the dead load on it. If Ny, is the number of piles in the foundation of the
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mean bridge, the number of piles in the it" bridge can be calculated by using a new proportionality
factor kg, which can be defined as the number of piles per unit dead load at the base of the pier:

N
kp=-2 ..(261-1)

=
Now,
N, =W x k;
N, = (Wy + pA,Hy) x kf  ...(2.6.1—))

Uniform arrangement of piles was adopted. If w,, [., n,. and n, are the pile cap width, pile cap
length, number of pile rows and number of pile columns of the i" bridge,

N, =n, Xn,

ny W
nC - lC
Solving the above two equations, we get:
Cc

n, = Z Np
And,

N

n.=—2  ..(261-k)

Next came the total length of the piles. Length of piles becomes an important parameter when
there is excessive scour. A sufficiently long pile system may ensure safety in bearing capacity
failure, but the piles may still fail in flexure and buckling if they are exposed to a sufficient length,
where the cross section of the pile becomes a more important parameter. As mentioned before, the
foundation data of all the bridges were not available, and therefore the data of the reference bridges
were used to derive the parameters’ values for the other bridges.

Design value of pile length is basically guided by the bearing capacity of the soil (AASHTO
LRFD, 2012). The total length of pile was proportioned based on the skin friction of the soil. If
qs0 and L, are the frictional resistance and total length of the piles in the mean bridge, and g; is
the frictional resistance of the piles in the i bridge in the cluster, then the total length of the piles
in the it bridge ‘l,> was obtained by using proportionality factor k;:

k=250 (261-1)

N

Now,
Ly =1l xk ..(2.61—m)

For the sake of simplicity, only the side resistance was considered. If more detailed estimation is
to be made, the tip resistance can also be used (which in turn depends on the pile length, and this
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will make the problem non-linear). However, for future guidance, to get more accurate pile lengths,
it is advised to use survey data from as many design drawings as possible. The authors, with the
use of limited data due to time constraints, believed it to be an optimum way of analytically
deriving the pile lengths of all the bridges within a cluster.

The following tables (Table 2 and Table 3) summarize all the uncertain parameters used in the
model. Table 2 lists the correlated parameters. By correlation, it means that the parameter is
somehow related to either the randomly chosen bridge index (it" bridge) or to the value of the
mean bridge of the cluster. Table 3 contains the uncorrelated parameters. The value of these
parameters is not related to the bridge index. They are uncertain even in the mean bridge.
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Table 2: Uncertain correlated parameters used in the modelling

Parameters Values/Relations Remarks And/or References
Bridge length i" bridge

Skew i" bridge

Span length i" bridge

Slab width i" bridge

Number of girders a (slab width) basis- mean bridge, minimum 2
Slab thickness 10 « mean bridge

Railing height 1m mean bridge

Channel side slope 2:1 mean bridge

Debris shape Rectangular HEC-9

Debris width Random tree height Upper 90% size (Ref bridge),

HEC-9

Debris height

Water depth

HEC-9

Pier shape

Round nose

mean bridge

Pier section area

a (dead load)

basis- mean bridge

Pile cap height Same as reference bridge | mean bridge
Pile cap width Pier width + 6 feet mean bridge
Pile cap length Equal to pier length mean bridge
Foundation I-section piles mean bridge
Number of piles a (dead load) basis- mean bridge
Sub-soil type ‘sand’ mean bridge

As mentioned before, the clustering parameters segregated bridges based on common
superstructure features that are related to flood, debris accumulation and scour. Therefore, mean
bridge value for slab thickness, railing height, channel side slope, etc. were used. For unknown
substructure parameters like pier shape, pile cap dimensions, pile section, pile arrangement and
sub-soil type, the values of the mean bridges were used. They should be varied stochastically based
on all possible ranges of their values. However, two reasonings prevented the authores from doing
so. First is that the data of valid ranges for all of these parameters were not available, and even if
available, they would be region specific. One of the objectives of this project was to be able to
deliver the methodology which could be applied in any region, rather than only localized for
Vermont State. The second reason is that, even if the ranges are available for some parameters (for
example, in (HEC-18, 2012), some common pier shapes are tabulated), the statistical distribution
of the bridges that have those piers shape is not available. So, there always exists a possibility of
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making the results biased, unless all bridge geometry information of sufficient number of bridges
is readily available. If that is possible, the concept of mean bridge would also not be necessary.
However, it should also be noted that there is one advantage of adopting the deterministic values
from the mean bridge especially for the foundation and sub-soil. The benefit is that keeping the
same values of those parameters for all the bridges in a cluster provides the same ground for
comparing the effect of debris size and flood level on the different superstructure types. In other
words, this makes fragility comparison more focused on the superstructure types, debris sizes, and
flood level, rather than the foundation and soil types. This was good here especially because the
clustering parameters themselves were mainly superstructure based, and not substructure based.

In Table 3, uncorrelated uncertain parameters are listed along with the distribution they follow.
These parameters are independent of the cluster type and follow some standard statistical
distribution.

Table 3: Uncertain independent parameters used in the modelling

Parameters Probability Distributions References

Concrete compressive Normal(u = 25 MPa, COV = 0.2) (Kosi¢ et al.,

strength (£.) 2023)

Steel yield strength (f,) Log-normal(m = 250 MPa, COV = 0.07) (Kosi¢ et al.,
2023)

Steel elastic modulus (E;) | Log-normal(m = 2 x 10°> GPa,COV = 0.03) | (Kosi¢ et al.,
2023)

Water drag coefficient Normal(u = 0.7,COV = 0.1) (AASHTO

(CD) LRFD, 2012;
Kim et al.,
2017)

Soil angle of friction (¢f) Uniform(25,35) (Clarke, 2018a)

Water angle of attack Normal(u = 0% 0 = 59) Assumed

(Ow)

Concrete and steel mean strengths were taken as 25 MPa and 250 MPa respectively. Various
possible mean strengths were statistically varied to make the modelling more comprehensive.
However, most of the bridges in the clusters were decades old, and therefore characteristics of the
same materials had to be used that were used in the construction of those bridges. In this study,
these two mean strength values were used for all the bridges because of multiple reasons. First was
the unavailability of the data to quantify the exact distribution of the mean strengths among the
bridges. The second reason was that the mean bridges in the cluster have these strengths, which in
a way signifies that these material strengths were commonly used in bridge construction. The third
reason was that the use of same material type would provide a same ground to make comparison
of bridge vulnerabilities based on flood related clustering parameters and debris size, which are
easily assessable parameters in comparison to the material strength.

Soil friction angle is a very important geotechnical parameter that is used to calculate the bearing
capacity of the foundation as discussed previously. It is also used to determine the depth of fixity
of the elastic foundation. However, finding out the subsoil nature at each bridge site was not
feasible. Due to such unavailability of the data, the authors tried to make use of some common
range of all possible soil friction angles in the state of Vermont. Upon review of literature, the
topsoil and subsoils were predicted. Subsoil is a more stable soil type and is usually based on the
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parent material. In Vermont state, in general, Tunbridge soils (characterized by well-drained,
loamy, acidic nature) are found between 20 to 40 inches below the soil surface and glacial till is
one of the most common parent materials in the northeastern United States, the depth of which
varies from very shallow (just a few inches thick) to well over 20 to 30 feet thick (Thomas Villars,
2021). The parent material composition is sandy and gravelly glaciofluvial deposits as evident in
the Windsor County (USDA, 2015). For the sake of comprehensive study, as a rough estimation
of engineering property of the subsoil in Vermont state, typical range of soil friction angles found
for glaciofluvial deposits is used. Based on the study (Clarke, 2018b), the friction angle varying
within the range 25° to 35° was used in this project. Although this approximation may result in
unrealistic prediction of soil type at a randomly sampled bridge sample, use of all possible range
of soil friction angle is hoped to give a general trend of subsurface properties. This study has also
ignored the variability of soil type with respect to soil depth at any particular bridge site. However,
this uncertainty was not independent because the analysis required an average value of soil friction
angle along the depth. Obviously, a more detailed subsoil geo-survey and discretization of
Vermont’s geo-map based on sub-soil type is strongly recommended at this point for refining the
input data in order to get more accurate results.

Another variable parameter was angle of attack of water current. It can be defined as the angle that
exists between the water current vector and the pier transverse length vector. As suggested by the
mean bridge drawings, the piers are usually built in such a way that the angle of attack is minimized
to zero degrees. However, during a heavy flood, due to turbulence and the possibility that the bank
erosions on the upstream, the angle of attack might be little deviated from zero degrees. Until now,
the authors have not found any literature that quantifies the uncertainty in the angle of attack.
However, for the sake of completeness, small variability of 5° standard deviations in the mean
value of 0° was arbitrarily assumed. As for the future work, sensitivity analysis of the angle of
attack is recommended in order to in what degree the angle of attack affects the results.

2.6.2 Modelling of Bridges in OpenSees

To access the vulnerability of bridges, calculation of exceedance of limit states becomes a vital
step. Limit state functions require both the capacity as well as demand calculations. Capacity
calculation does not require detailed bridge modelling. However, calculation of member forces
(demand) for a given flood load requires mechanistic modelling of the bridge. If the whole bridge
is a deterministic structure, the member forces can be easily calculated by using simple structural
statics formulae. However, the presence of multiple piles embedded in the ground and also due to
the fact that some of the bridges are continuous span, solving the indeterminate structure became
necessary in this project. Finite Element Modelling (FEM) has been extensively used by
researchers to model indeterminate bridge structures. The authors have used OpenSeesPy, a finite
element library in Python to do the Finite Element Analysis (FEA) of the bridges.

OpenSees Modelling Platform

OpenSees was developed for the simulation of structural and geotechnical system response to
earthquake loading, and it has been used extensively for earthquake engineering simulations of
bridge structures (Aygun et al., 2010; Seo & Linzell, 2013; Liang et al., 2016). In hydraulic
engineering aspect, (Zhu et al., 2018) used particle finite-element method of modelling in
OpenSees to verify the tsunami induced hydrodynamic load on bridges. The objective of the
project is not about detailed modelling of a single bridge, but to statistically model hundreds of
bridges over a region, accounting for different uncertainties. For this reason, a simplified bridge
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model using beam-column elements was developed as also done in the previous literature- (Kosi¢
etal., 2023).

A fully parameterized 3D model of bridge was made in OpenSeesPy. Some of the important
aspects of modelling are explained below.

Elastic beam-column elements: Elastic beam-column elements as shown in Figure 12 were used
to model the decks, piers and piles. As recommended in seismic design of bridges (FHWA, 2014),
demand in a member can be calculated using elastic methods of analysis of the bridge, and explicit
nonlinear techniques are applied to assess the capacity of the bridge to resist these demands.
Therefore, elastic beam-column elements could be used to determine the demand forces in various
bridge components. Examples of beam-column modellings can be found in Caltrans’ technical
report reference- (Almutairi et al., 2016).

&

.
L
4+ \
4

Figure 12: Beam column element with six DOFs

Span supports: Two spans connect at the top of a pier. The connection may be simply supported,
where only rotational DOF of the connecting nodes is released; or the joint can be continuous,
where none of the DOFs of the connecting nodes are released as shown in Figure 13. The pier of
the continuous span bridges tends to displace comparatively less in the lateral direction due to
higher lateral stiffness.

To simulate these two kinds of support conditions in OpenSees, equalDOF() command was used.

Beam
> 2 5 > 4 5 continued
| ; . 3 2 4 5 4 6
Rotational ™~ _ ,-” Rotational l % ]
DOF released Y DOF released .- Rotational
DOF released

! 1

1 1

(a) (b)

Figure 13: Support conditions: a) simple support condition. b) continuous support condition

In Figure 13, one end of each span (nodes 3 and 6) was fixed in all DOFs except rotation about
global x (river flow direction) and z (pier axis direction). Rotation about global y (bridge axis
direction) was not released, because the support bearing was present in multiple locations on the
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pier that the bridge is effectively rigid in rotation about its axis. In such a way hinge support is
simulated at the two ends.

When water level exceeds the pier height, hydrodynamic force on the deck has to be transmitted
to the pier. This needed appropriate modelling of the bearing support on the pier. The two spans
(3-4 and 5-6) are supported at node #2 of the pier. In figure 13(a), nodes 4 and 2 are constrained
in such a way that they have equal DOFs in global x and z directions. They can have relative
movement along the global y directions. This essentially simulates roller support. Hence, figure
13(a) represents simply support spans.

Figure 13(b) is the model for a continuous span superstructure. A new elastic beam-column
element connected between nodes 4 and 5 has the same property as the two spans. This makes the
spans continuous. The continuous span rests on node #2 of the pier. The support is simulated by
using the similar function used for the simply support spans support. The only difference is that,
instead of two, only one connection is required.

Rigid pile cap: Pile cap was assumed to be a rigid plate. Beam type Rigid links (rigid beams) were
used to connect the pier bottom with the top of all piles, thus simulating a rigid plate condition. As
per (AASHTO LRFD, 2012), pile caps were designed as flexure members. However, no distinct
flood-damage limit state of the pile caps was found in the literature. Therefore, in this study, pile
caps were viewed as an ideal rigid member that was used to transfer the dead load and flood load
to the piles below it. The conventional approach for pile loads approximation is plate-on-elastic-
foundation as mentioned in (AASHTO LRFD, 2012). For a vertical load ‘P’ that is eccentric ‘e’
from the foundation CG, the load ‘R’ shared by a pile at distance ‘x” from CG,

R P+P ad
= — + Pe.
n Yx?

Where, x; is the distance of i pile from the CG.

(262 —a)

This simplified analysis fails to calculate bending moments that may occur in the piles. In order to
study the pile flexure limit state, piles bending moments had to be calculated. So, in this study,
foundation was modeled as an indeterminate structure where pile cap was assumed to be a rigid
plate. It should however be noted that research like (Chaimahawan et al., 2021; EI Hammouli et
al., 2021) has shown that pile cap stiffness can affect load distribution among the piles and this
effect becomes negligible if the pile cap is thick enough. For the sake of simplicity of the analysis
and reduce computation time, the authors have assumed that the pile cap is thick enough as well
as bridge piers rest over a significant area of pile cap to make the pile cap behave essentially like
a rigid plate. At this point, nevertheless, for a more accurate and detailed analysis in the future
(with much efficient computational resources), it is recommended to model pile caps with flexible
shell elements.
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Figure 14: Bridge model in OpenSees showing rigid pile cap

As shown in Figure 14, Beam type rigid links (red color continuous line) continuously tie the top
nodes of each pile. Then, the base of the pier is connected to a node in the rigid beam frame (red
color dashed line). This effectively creates a rigid connection between the base of the pier and the
top of the piles. In other words, rigid pile cap was simulated. OpenSees offers two kinds of rigid
links- bar and beam. In ‘rigidLink bar’, only the translational DOFs will be constrained to be the
same between two connected nodes. This might create rotational problem in our case because all
pile tops may not have the same rotation because of the relative vertical displacements they go
when loaded. However, in ‘rigidLink beam’, both translation and rotational DOFs are constrained.
Therefore, beam type rigid link can accurately simulate the rigid pier-pile cap-pile connection.

Soil Structure Interaction (SSI)

To access the pile load and determine the nominal lateral resistance of pile foundation, (AASHTO
LRFD, 2012) suggests soil-structure-interaction (SSI) modelling. Such modelling can take into
account the elastoplastic nature of the soil. P-y curves particular to the existing soil and pile
dimensions are necessary for SSI modelling. Most literatures so far like (Kim et al., 2017; Ahamed
et al., 2021; Kosic¢ et al., 2023) use soil springs to simulate the SSI.

Although the accuracy of displacement-based pushover analysis is improved with detailed SSI
modelling, the analysis demands significantly high processing time. However, the objective is to
run MCS with thousands of simulations of the bridge models, and to realize the lateral pushover
limit state with pier and pile flexure limit states rather than displacement-based calculations.
Therefore, to account for the SSI, an alternative approach mentioned in (AASHTO LRFD, 2012)
has been adopted in this project, which is explained as following.
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For preliminary assessment, (AASHTO LRFD, 2012) recommends the work of (M.T. Davisson &
K.E. Robinson, 1965) where pile bottoms are treated to be fix supported. The depth to fixity below
the ground “d’, in ft, may be taken as:

]0.25

dr = 14[Epl, /Es] ™ ... (2.6.2 — b) (for clays)

dr = 1.8[Eplw/nh]0'25 ... (2.6.2 — ¢) (for sands)

Where,

E,, = modulus of elasticity of pile (ksi)

1,, = weak axis MOI for pile (ft*)

E, = soil modulus for clays = 0.465 S,, (ksi)
S, = undrained shear strength of clays (ksf)

n;, = rate of increase of soil modulus with depth for sands as specified in Table C10.4.6.3-2 of
(AASHTO LRFD, 2012)

These equations are recommended mainly for axial loads on the piles. Quantifying the error in the
bending moment estimations obtained by these formulae and the bending moment distribution
along the length of the piles supported by elastic soil around it becomes a separate topic for
research. However, increase in the unsupported pile length by dg, certainly makes the analysis
more accurate and conservative than simply taking zero depth of fixity.

2.7 Fragility Analysis for Bridges

Fragility curves can be used to understand the flood vulnerability of bridges. A fragility curve can
be computed as the conditional probability of exceeding a certain limit state when a specific hazard
magnitude occurs. In earthquake engineering, peak ground acceleration (PGA) is commonly used
as the hazard magnitude (also called an intensity measure or in short ‘IM”). In the case of flood
hazard, the IM can be either water velocity or discharge level or water depth or sometimes scour
depth (Ahamed et al., 2021; Argyroudis & Mitoulis, 2021; Kosi¢ et al., 2023). Most of the literature
use velocity as a single IM for their fragility analysis, for example- (Kim et al., 2017; Anisha et
al., 2022). However, in some cases, complex hydraulic conditions exist due to variable backwater
effect of the tributary rivers located downstream from the bridge site. This makes the velocity-
water depth relationship not unique, and hence both the velocity and water level have to be used
as IMs to develop fragility curves. For example, (Kosi¢ et al., 2023) developed a three-dimensional
fragility surface for this reason. In this study, the authors aimed to develop fragility curves with
respect to velocity only, but such curves would be developed for multiple water levels. In this way,
the non-unique relationship between water depth and velocity was included in the fragility
analysis.

Fragility Function

So far, the fragility functions can be modeled with two different mathematical formulations. The
first one is the lognormal cumulative distribution function (CDF), and the second one is logistic
regression. These two methods are explained as follows.
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In earthquake engineering, the lognormal cumulative distribution function (CDF) has been
commonly adopted as the fragility function. Flood fragility assessment of bridges is a
comparatively recent research field, and until now, many researchers like (Arora, 2023; Pucci et
al., 2023) have used a similar lognormal CDF as the flood fragility function. In this method, the
cumulative distribution function (CDF) for damage state ‘D’ exceeding a predefined limit state
value ‘d’ for a given value of intensity measure ‘x’ can be expressed as:

In(x/c)
¢

F(x)=P[D2d|X=x]=d>< > ..(2.6.2 —d)
where, the two fragility parameters (median, c, and log-standard deviation ) are estimated using
the maximum likelihood method. The likelihood function is expressed as:

n

L= H[F(x)]ki[l —F@OI'h ..(2.62—¢)
i=1
where ‘k;’ represents realizations of the Bernoulli random variable K; and k; = 1 or 0 depending
on whether or not the structure sustains the state of damage under intensity x.

Although this methodology of developing a fragility curve is widely used in earthquake
engineering, it is not quite suitable for our case. This study, as will be discussed later, required the
multiplication of the fragility function with the normalized velocity density function to obtain a
single numerical value that could represent the probability of failure. To achieve this, fragility
function had to be a probability density function (PDF) instead of a CDF. Also, as mentioned by
(Porter, 2021), the lognormal CDF, although widely used, is not a universal function for fragility
assessment. To suit authors’ particular need, they have chosen logistic regression to fit the fail/safe
outcomes, as previously used by (Lee et al., 2007) to derive seismic fragility curves. It should be
mentioned here that some researchers like (Anisha et al., 2022; Kosi¢ et al., 2023) have used a
direct probability method (using the ratio of the number of trials where the bridges failed to the
total number of trials) to derive the fragility curves. However, the use of this third method was
optional to the authors as the preliminary study showed that, with sufficient number of simulations,
the logistic regression curve approximated the curve obtained by using direct probability method.

Logistic regression (or logit regression) is used for binary variables that take values of either 1 or
0, and the output is the probability bounded between 0 and 1. A logistic model (or logit model) is
a statistical model that assumes the log-odds of an event as a linear combination of one or more
independent variables. Logistic regression estimates the parameters of a logistic model.

If ‘p’ is the probability of a certain event occurring, the logit (log-odds) function is obtained by
taking the natural logarithm of the odds of occurring the event.

Logit(p) = log(odds(p)) = log (%)
This can be transformed as:

. (262-1)

The general form of the multivariable logistic regression model is the following linear
combination:

P=7 + e~logit(p)
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Logit(p) = By + P1X1 + B2 X5 + -+ + Xy
Therefore,

1
b= 1 + e~ (BotB1X1+B2Xa++BnXn)

. (262-9)

where,
Bo, B1, B, --- B, are the regression coefficients.
X1, X3, ... X, are the independent variables.

The regression coefficients are determined using the maximum likelihood method, as discussed
before with the lognormal CDF method.

1.0 1

0.8 1

o
o
L

P(failure)
o
sy

0.2 1

0.0 1

0 4 8 12 16 20
velocity (m/s)

Figure 15: Example of logistic regression

In this study, for each Monte Carlo Simulation (MCS) realization, a random bridge was selected
from the cluster. Then a set of values for the required parameters was selected, with uncertain
parameters randomly selected from their respective distribution. For a given water velocity, the
structural and geotechnical analysis resulted in one Bernoulli outcome- the bridge either fails or
remains safe. In probabilistic terms, failure was assigned a value of 1 (certainty of failure) and the
safe case was assigned a value of 0 (certainty of safe). Such analysis was performed for ‘N’ number
of equally spaced velocities ranging from 0 m/s to 20 m/s. This range of velocity, as will be
discussed later, represented all possible velocities that may occur at any of the bridge sites in the
dataset. The accuracy of the curve fitting depends on the number of simulations (N). A higher N
would ensure consistent results. The 1’s and 0’s thus obtained from a sufficiently large number of
simulations could be fitted using the logistic regression method. Figure 15 shows an example
fragility curve for a particular mode of failure. A series of binary outcomes from the analysis (blue
dots) was fitted with a smooth Sigmoid curve.

It should be noted that authors have used only velocity as the IM, which is the single independent
variable in the regression model. As mentioned before, in previous literature also, velocity has
been commonly used as the independent variable to obtain the fragility curves. Water depth and
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debris size were other possible independent variables that could be used together with the velocity
in the model. For ease of interpretation of the results, however, the authors have developed multiple
independent fragility curves for different water levels and debris sizes. Thus, only velocity was
used as the independent variable in the logistic model.

Fragility function can be expressed as follows:

1

Fp= P(g(v) <0|(h=h)&(s= Si)) = 1 + e~ (Bo+B1v)

. (262-9)

Where,

g(v) = (capacity- demand) is the limit state function.

h = depth of water expressed as percentage of the pier height.
s = size of debris expressed as percentage of the span length.

This function computes the probability of exceeding the limit state at any velocity (v) for a given
water level and debris size.

Logistic models make it easy to describe fragility in terms of the probability of failure. These
monotonically increasing curves are easy to interpret and approximate the ‘S’ shape with
comparatively less datapoints (although consistency of the fragility function increases with the
datapoints). But like other models, logistic model also has limitations. One major limitation of the
logistic model is that it assumes a linear relationship between the log-odds and the independent
variables, which may not always hold true. If, in reality, the failure probability is not a smooth S-
shaped function (i.e., if there is any unusual behavior at particular values of IMs), then the
predictions made using logistic curves might be misleading.

Velocity Distribution

Fragility curves alone do not allow us to draw definitive conclusions, because in reality, for a given
water depth, the mean stream velocity can take any value. Therefore, it becomes important to
determine at what velocity the probability of failure should be assessed. All possible stream
velocities had to be considered in order to infer the extent of vulnerability based on fragility curves.
The discussion so far leads us to derive some kind of statistical distribution of velocities that can
occur for a particular cluster (or bridge type) at a given water level. Within one cluster, there are
several bridges that have various channel widths, pier heights, bed slopes and bed roughness. These
variations result in different possible velocities for a given water depth (expressed as a percentage
of pier height). The procedure that was adopted to obtain the velocity distribution is explained as
follows.

Manning (1889) developed a formula to determine the flow velocity for open channels.
1
v = ;AR2/351/2 ..(262—h)

Where,
n = Manning’s bed roughness coefficient, which depends on the bed material Table 4.

A = wet perimeter of the channel.
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R = hydraulic radius, which is expressed as the ratio of wetted area (A) and wetted perimeter (P)
of the channel.

S = slope of the channel.

For various bed material types, the Manning’s roughness coefficient was obtained using the
USGS guidelines (Arcement & Schneider, 1989) as shown in .

Table 4: Manning's roughness coefficient for various soil types.

Base n value
ped material Straigrtl;nunrlir orm Smooth channel
Concrete 0.012 - 0.018 0.011
Rock cut - 0.025
Firm soil 0.025 —0.032 0.020
Coarse sand 0.026 — 0.035 -
Fine gravel - 0.024
Gravel 0.028 — 0.035 —
Coarse gravel — 0.026
Cobble 0.030 — 0.050 -
Boulder 0.040 — 0.070 -

To generate the velocity distribution of the bridges in a particular cluster at particular depth of
water, parameters A, P, R and S could be determined in a deterministic manner for all the bridges.
However, Manning’s roughness coefficient ‘n’, as shown in Table 4, is not deterministic.
Therefore, MCS was used to account for the uncertainty in Manning’s n. The available bridge data
contains bed material type, and from the Table 4, a range of base n values was determined for an
idealized straight uniform channel.

For each MCS realization, a random bridge was picked from the cluster, and the velocity was
calculated using Manning’s equation. The n value was chosen randomly from assumed uniform
distribution based on the lower and upper limits found in Table 4. A sufficient number of trials
would generate a stable distribution of velocities. Different velocity distributions were obtained
for different water levels in each cluster. As an example, fragility function (P¢) and normalized

histogram of velocity distribution (V/;) for a cluster at a specific water level is shown in Figure 16.
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Figure 16: Fragility curve and velocity distribution in a single plot

Since the velocity distribution histogram is normalized, the areas of the histogram bars sum to
unity. In other words, the velocity density function V; represents the probability distribution of
velocities in the cluster at a particular water level. Thus, the probability of occurrence of any
velocity (area bounded by velocity density function) as well as the probability of failure of bridge
at that velocity (fragility function) was determined. The numerical integration of the product of
these two functions- V; and Fy with respect to velocity, results into a single value of probability

Pf.
Un
P, = E(Vd x Av) X Fy ..(2.62—1)
Vo
Where,

vy and v, = 0 m/s and 20 m/s respectively in this study.
Av = velocity step.

This numerical value Py could be obtained for different failure modes (limit states). The maximum
Py indicates the dominant failure mode. The same process could be repeated to get Py for different
water levels and debris sizes.
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2.8 Fragility Analysis for Culverts

Fragility analysis for culverts differs from bridges, especially because of the different kinds of
limit state functions that we use for them, and also because of the way authors want to shape the
output tables. As mentioned in the objective of this project, look-up tables are targeted as the final
output, using which safety and operability of the bridges could be ensured during the emergency
time of extreme floods events. In the case of bridges, look-up table would provide a value P,

which is the probability of failure (roadway overtopping) for a given size of debris and water level.
By reading the debris size and water level, one can decide whether it is important to close the
bridge operation, remove debris as soon as possible, take any immediate actions to divert the flood
water at bridge site, etc. in order to mitigate the flood damage to the bridges. However, when it
comes to culverts, the water level itself is the mark of failure. If a certain size of debris clogs the
culvert barrel, the water level at inlet increases gradually, and if the increased head is not able to
discharge out the incoming water, it will not take much time to overflow the roadway. Thus, there
won’t be time available to react once a certain debris size and discharge level exists at culvert site.
Therefore, authors couldn’t use debris size and discharge level as the fragility-reading parameters
as was done in the case of bridges. Instead, some technique could be developed to tell the
probability of failure of a culvert based on the return period of flood. Discharge uniquely
corresponds to a return period, and hence, flood discharge could be used as the intensity measure.

Previous research like (Ahamed et al., 2021; Pucci et al., 2023) have used discharge as intensity
measure. The probability of failure of culvert for a certain discharge ‘Q’ (corresponding to return
period ‘T”) can be obtained by using the basic probability concept as previously used by (Anisha
et al., 2022; Kosi¢ et al., 2023) in their work.

Nyzh

Ff=P(y=h|T=T)=—%

(262 -))

where,

y = depth of water in the upstream side (m)

h = height of roadway measured from the invert of culvert (m)
T = return period (years)

N, = number of trials at which limit state exceeds

N = total number of trials

For each trial, a culvert was picked from the dataset following the principle of MCS. The data of
height of roadway ‘h” was not available for the culverts in the dataset. Using the h of one
representative culvert may not be an accurate choice as ‘h’ could vary among culverts based on
local topography. Therefore, h was needed to be estimated based on design guidelines from
Hydraulic Manual, VTrans (Wark et al., 2015). ‘h” could be expressed as the sum of two
parameters- culvert rise or barrel/culvert height h,, and earthen fill height h,.

To estimate the barrel height h;,, design return period of 50 years was used to first calculate the
allowable head h,. As per the hydraulic criteria for allowable headwater at culverts mentioned in
the manual,

hq
hy >—2% .. (262—k
b=1.2 ( )
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It was assumed that h;, > 36 inches, which is a more conservative case. The fill height could be
found by simply deducting the barrel height from the channel depth h,.

However, most of the channel depths in the dataset were unknown. For those cases, fill heights
could be estimated using the guideline in the manual, which states that the closed bottom
structures were to be embedded to 30% of the height of the opening.

The assumptions made here may not accurately represent the real scenario. However, the manual
is believed to provide good approximation on how culvert elevations are proportioned in design
practices. Nevertheless, for future works, it is highly recommended to use real barrel height and
channel depth data obtained by actual survey of the culvert sites. Moreover, in our assumption,
we have neglected the variation of channel side slopes with the channel depth. Inundation can
occur well before road overflow if roadway elevation is higher than flood plain elevation.
Therefore, in the future, these design-based data results are expected to be backed up by real
survey-based data results.

Effect of Debris

In hydraulic design of culverts, certain return period (typically 100-yrs (Schall et al., 2012)) was
considered. The reason culvert could fail in roadway overtopping well before a design discharge
is due to the presence of debris. Debris accumulation at the inlet or inside the barrel reduces the
barrel cross-section. According to the continuity equation, the velocity in the barrel must increase
in order to balance the inflow and outflow of flood water. Further, to increase the velocity, the
driving hydrostatic head must be higher. In such way, presence of debris could lead to the roadway
overtopping failure of culverts.

Since increase in the upstream water level is related to the debris blockage, prediction of prediction
of debris size becomes a crucial step in the fragility assessment. The following discussion is two-
fold. First, the extent of culvert blockage that usually occurs during floods is discussed. And then,
the upstream depth is related with the blockage.

The degree of blockage was be measured as the ratio of area blocked by the debris to the total
cross-sectional area of the culvert barrel. 0% blockage referred as an unblocked culvert, while
100% referred as a fully blocked culvert. Until now, the author has not found any established
relationship between the discharge and degree of blockage. In the study by (Rigby et al., 2004),
the debris impact on 63 culverts in 1998 flood in Wollongong, Australia was surveyed. The results
give insights into the degree of blockage among the surveyed culverts. Table 5 is obtained from
that study.
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Table 5: Degree of culvert blockage in 1998 flood in Australia (Rigby et al., 2004)

Degree of Blockage % Percent of structures
0-10 44
11-40 17
41 - 60 5
61 —90 6
91 -100 28

Accumulation of debris at culvert inlet depends on multiple uncertain factors including upstream
vegetation fragilities, discharge level, water velocity and turbulence, entrapment probability, etc.
With no established wholistic research on this direction, the accumulation of debris was assumed
to be a stochastic process, independent of discharge return period. A probability distribution based
on such observed after-flood debris status was adopted.

Once the degree of cross-section blockage was obtained, the next job was to predict the level of
water increased due to the reduced inlet area. In this regard, energy balance equation recommended
by FHWA (Schall et al., 2012) for culvert designs could be used. Figure 17 shows the head losses
during flow in the culvert barrel. During full barrel flow, if H; and H,, are the energy heads at inlet
and outlet respectively, H, . IS the head loss, the energy equation can be written as:

Hi=H,+Hy s ...(2.6.2—n)
Inlet and outlet heads can be expressed as the sum of hydrostatic, velocity and elevation heads.
(Hih + Hiv + Hie) = (Hoh + Hov + Hoe) + HLoss (2-6-2 - 0)

Here, the difference between H;, and H,,, can be assumed to be negligible because of the fact that
upstream water level is limited to the roadway elevation, and hence the channel flow cross section
will not be significantly large. Elevation difference (H;, — H,.) was calculated using slope of
channel ‘S’ and length of barrel ‘L’.

Hipy=Hop+Hppss—LXS ..(2.62—D)

We can calculate H, using Manning’s equation. Head loss was obtained from the following
formula.
vz

— ..(262—
29 ( q)

n’L
HLOSS =11 +Ke +Kum

where,
K, = entrance loss coefficient
K, = a constant for unit conversion (19.63 for Sl unit)

n = manning’s roughness coefficient (0.11 for smooth concrete USGS guideline (Arcement &
Schneider, 1989))
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R = hydraulic radius (ratio of wetted area to wetted perimeter)
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Figure 17: Head losses in pipe flow (Schall et al., 2012)

Once discharge for a certain return period ‘T’ was obtained, in order to calculate the upstream
depth, the only unknown parameter was the entrance loss coefficient ‘K,’. This constant should
depend upon the blockage degree. The author did not find any literature that provides K, particular
for culverts when riparian debris blockage was considered. So, in order to fill this gap, the
empirical results were used. (Sellevold et al., 2024) performed an experiment to determine the
entrance loss coefficient for various blockage percentages. Among various blockage shapes used
in the experiment, the square edge best represents the floating debris. As seen in the Figure 18
below, the relation between the entrance loss coefficient (related to the barrel velocity) and the
blockage degree (ratio) was approximately linear which can be expressed as:

K, = 1.405 x (4,/4) + 0.5

3.0
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— 2.0 3
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Figure 18: Relationship between entrance loss coefficient and blockage ratio (Sellevold et al., 2024).

During floods, if the water level doesn’t exceed the barrel height, there is low risk of debris
accumulation to the size which would cause the backwater to overtop the road. (Rigby et al., 2004;
Schall et al., 2012). Mostly, the overtopping is caused when the flood discharge is higher than the
design discharge for which culvert is designed to safely pass the flood water through it. As
mentioned in the (Rigby et al., 2004) that among the surveyed structures, most culverts and bridges
diverted flood water from their normal stream channels to residential and commercial areas
because of the high volume of flood water at the culvert and bridge sites. For these reasons, in this
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study, it is assumed that if the flood water was low enough that it didn’t even submerge the barrel,
then debris blockage is insignificant and road overtopping was not expected.

There are two major limitations of using the K, values from the above discussed experiment
reference. That experiment was done on circular culverts of relatively small size. However, authors
assumed that it is equally applicable for rectangular box culverts. In addition to that, ‘bottom-up’
nature of blockage has been used in this experiment. Although (Rigby et al., 2004) observed mostly
‘top-down’ nature of blockages caused floating vegetation, there is no established entrance loss
study for top-down blockage. Bottom-up blockage usually happens due to progressive buildup of
sediment scoured from upstream bed and banks. Although the blockage degree remains the same,
the difference in the value of K, for the two cases (bottom-up and top-down blockages) can result
out of the different nature of turbulence caused by them at inlet. Therefore, for future works, it is
recommended to do further research on debris top-down blockage on box culverts for a more
accurate prediction of K,. Furthermore, rather than standard blockage shapes, study of stochastic
nature of debris shapes that could occur at culvert inlet is also encouraged.

In this study, the dataset is limited only to the multi-span structure mainly because of our analysis
focused on debris accumulation and scour at the piers. However, since culverts limit state is only
about the roadway overtopping, it is informed here that the single span culverts could also be
equally included in this analysis without any further modification in this methodology.
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Chapter 3: Results and Discussion

The results are organized into different sections. First, the clustering results are obtained where
bridges are optimally divided into six clusters. Next, velocity distribution and simulation
sensitivity are discussed. Then, fragility curves for each of the clusters for different water levels
are presented. And finally, the output is summarized in look-up tables along with some major
limitations of this study.

3.1 Clustering Results

To select the best representative bridge classes and corresponding characteristics, the K-prototypes
clustering technique was applied to group these bridges based on key features while considering
the correlations between these parameters. As the structure material and design type were
categorical in nature, while total length and average span length were numerical variables, the K-
prototypes method was utilized.

The clustering analysis was carried out in Python using the KPrototypes function in the Kmodes
package (Nelis J. de VVos.). To test the optimal cluster size, the bridges were clustered with cluster
size K ranging from 2 to 10, with the optimal cluster size investigated using BIC. In addition to
the number of clusters K, the weight parameter y was also adjusted with the goal of creating
intuitive clusters which can be easily interpreted and correlate with typical bridge classifications.
For example, it should be expected that short-span concrete culverts and long-span steel girder
bridges should be clustered separately, and that of the mentioned features, the material and design
type should have more weight in determining the grouping than the span length. By varying v, the
categorical and numerical features were given different weightings, and based on the results, the
appropriateness of the clusters was checked. Finally, the most appropriate clusters were obtained
using y = 5 and K = 6 based on the smallest BIC value. By adding more weights, the K-prototype
algorithm can cluster the bridges in a more intuitive way, while other methods which cannot apply
differential parameter weighting may not be able to differentiate the bridge types as effectively.

The six optimal clusters, along with the characteristics of each cluster’s centroid, are presented in
Table 6, while the pie chart in Figure 19 shows the percentage of data in each cluster. Based on
the predominant characteristics, each cluster was assigned a representative name. Three clusters
were found to be comprised almost entirely of steel, indicating a large variability in the steel bridge
designs and lengths, which was expected considering about 69% of the studied bridges are steel.
These bridges were further subdivided based on their span length into short, medium, and long
bridges, with the most representative total span lengths, i.e., the centroid of each cluster, as about
50, 100, and 250 m, respectively. By applying the clustering, these subsets of bridges are unveiled,
along with their predominant characteristics, and the different bridges can be accordingly grouped.
Similarly, concrete bridges were grouped into two major categories, differentiated primarily based
on the design type, as concrete culverts and concrete tee beams, with tee beams typically longer
than culverts. The strengths of the clustering algorithm are again highlighted in the ability to break
down the concrete bridges into two distinct subclasses. Finally, a sixth cluster, corresponding to
wood truss bridges, was unveiled. These bridges are distinctly separate from the other bridge types
both in terms of material and design type, and although these are rare, comprising only 2% of all
bridges, the clustering algorithm was still able to detect this category due to the heightened
weighting on the categorical variables. This is a critical model benefit as such bridges may have
distinctly different failure modes and forces. For instance, such historic wooden covered bridges
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may be more vulnerable to wind and could therefore require a more robust wind analysis than a
steel girder overpass bridge.

Table 6: Bridge clusters centroids

Cluster ID Material Structure Type Average Total
Span Length Structure
(m) Length (m)
Short-Span Steel Steel Stringer/multi-beam or Girder | 20.33 51.76
Medium-Span Steel | Steel Stringer/multi-beam or Girder | 38.28 104.88
Long-Span Steel Steel Stringer/multi-beam or Girder | 54.00 246.48
Concrete Culverts Concrete | Culvert 5.64 12.24
Concrete Tee Beam | Concrete | Tee Beam 14.82 34.08
Wood Truss Wood Truss 36.60 76.13

Bridge Distribution

Wood Truss Concrete Culverts

Large Steel

g Concrete Tee Beam

42.9%

Medium Steel

Figure 19: Breakdown of different bridge types in optimal clusters

Based on the defined clusters, the most representative bridge of each category, as defined in Table
7, can be selected to represent the geometry model for larger population of bridges in the clusters.
In this case, the most representative bridges were chosen based on their distance from the centroid
as defined within the K-7 prototypes algorithm. Figure 20 shows the breakdown of the bridge types
throughout the state and highlights the location of the most representative of each of the six
selected bridge types. Some photos of the representative bridge types are shown in Figure 21 for
demonstration purpose. The differences between the different bridge types are clearly highlighted,
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emphasizing the need for appropriate classification to properly model the bridges. For instance,
the concrete culvert could experience different failure modes and vulnerabilities than a steel girder

bridge.
Table 7: Most representative bridges within database selected for modelling references
Average Total
Bridge ID Cluster ID |Material Structure Type g Structure
Span (m)
Length (m)
200211001404082 | ShortSpan | g | Stringer/Multi-beam | 7 o5 52.7
Steel or Girder
200016006614182 | Medium- Steel | Stringer/Multi-beam | o 4, 106.1
Span Steel or Girder
200089017N14172 | LOng-Span | g0 | Stringer/Multi-Deam | g4 oo 254.2
Steel or Girder
207000012703112 | CONCTEe | oo crere | Culvert (includes 6.4 12.8
Culvert frame culverts)
200120004L.02052 Conére‘;t;Tee Concrete Tee Beam 16.45 32.9
100514B01705141 | Wood Truss Wood Truss 40.55 81.1
0
o 05 ¢

o Concrete Cwood Truss
ng %@@C@ QCUIV"'t) o

@ Representative Bridge
Oc¢ ]§ l
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Figure 20: Spatial distribution of bridges in Vermont and the most representative of each type
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Figure 21: Examples of selected optimal representative bridges of concrete tee-beam (left), concrete culvert
(middle), and short-span steel (right) bridges

3.2 Velocity Distribution

Using MCS, the distribution of flood water velocity that may exist at different water levels is
presented for separate clusters in Figure 22. As a preliminary study, the number of MCS ‘N’ were
gradually increased to see the sensitivity of N on the velocity distribution. It was concluded that
500 simulations are needed to obtain a consistent distribution. All the histograms are normalized.
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Figure 22: Velocity density for different water levels for each cluster. Clusters- 1,2,3...6. Water levels- (a) 75% pier
height, (b) 100% pier height, (c) deck submergence.

In each plot, the probability of exceeding the velocity by 20 m/s is written adjacent to the dashed
vertical line. It can be seen from the plots that in all the cases the chance that velocity exceeds 20
m/s is very low. Neglecting this high range of velocity in the fragility analysis can be justifiable.
This low percentage of the data won’t affect the numerical integration results (Pf) significantly. If
we look at the plots above, a little higher percentage of such rare velocity can be found to be in the
long span steel bridges at high water level. Usually in the long span bridges, as the detail drawings
of the representative bridge suggest, the piers are usually very tall, and the area under the bridge
is large, and therefore the free board is high. In such a case, the extreme water level like deck
submergence is a highly unlikely event. However, for the future motivation, this reasoning can be
more detailly investigated by calculating the discharge based on practically high return period at
the bridge sites. In case the high velocity (>20m/s) exists, the output table can be readily updated
adding the percentage of the high velocity to Py because we can conservatively approximate the

S’ shaped fragility function to be close to 1 at very high velocity.

3.3 Simulation Sensitivity

The sensitivity of the fragility curves with respect to the number of simulations is important. The
accuracy of the regression curves was improved by increasing the number of simulations, but it
is well understood that the simulation time is directly proportional to the number of simulations.
Therefore, to decide the optimum number of simulations, we ran a few trial simulations to study
the sensitivity of simulations on the shape of the fragility curves. Cluster number 2 with water
level exceeding the pier height was chosen so that sensitivity in all of the limit states could be
visualized.
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Figure 23: Sensitivity of fragility curves to the number of simulations (N)

As we see in Figure 23, as the number of simulations increases, the discrepancy between the curves minimizes. 100 number of
simulations is not acceptable as it tended to deviate significantly. 500 simulations curves is good approximation but in case of deck
unseating and pile buckling fragility, it is little off. If we compare 1000 and 2000 number of simulations, there is not much improvement.

That’s why, 1000 was chosen as the optimum number for the MCS.
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3.4 Cluster-1 (short-span steel) Fragility Curves

The first cluster represents short-span steel bridges. Fragility curves for various water levels and
debris size for cluster-1 bridges were obtained. The curves for all the discussed limit states are
presented below in Figure 24.
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Figure 24: Cluster 1 (short-span steel) Fragility curves
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Table 8: Cluster-1 P(failure) when depth = 75% of pier height

Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0 0 0 0 0 0
25% 0 0.1929 | 0.0063 0 0.0933 | 0.1048 | 0.0001
50% 0 0.4341 | 0.0704 0 0.3077 | 0.2825 | 0.0006
75% 0 0.5706 | 0.1847 0 0.4518 | 0.536 | 0.0007
100% 0 0.661 | 0.3336 0 0.5424 | 0.6647 | 0.002
Table 9: Cluster-1 P(failure) when just submergence of pier
Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0.0005 0 0 0 0 0
25% 0.1129 0.2722 0.0177 0 0.1073 | 0.1232 | 0.0018
50% 0.2374 0.48 0.1373 0 0.3158 | 0.3936 | 0.0077
75% 0.3337 0.5529 0.2487 0 0.4709 | 0.5557 | 0.0087
100% 0.34 0.5875 0.3563 0 0.5862 | 0.6431 | 0.0037
Table 10: Cluster-1 P(failure) for deck submergence
Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0.0044 0 0 0.0026 | 0.0021 | 0.0001
25% 0.6156 0.4385 0.0061 0 0.0063 | 0.0527 | 0.0099
50% 0.7446 0.6246 0.0523 0 0.0241 | 0.1755 | 0.0286
75% 0.7875 0.685 0.1122 0 0.0648 | 0.2373 | 0.0363
100% 0.8103 0.7306 0.1427 0 0.086 0.3167 | 0.0391

The probability values are written in Table 8-10 for various limit states. The most likely failure
mode of a bridge will be the one with highest value of P(failure). Therefore, a new table will be
shown later based on the maximum values of P(failure) among various failure modes for each of
the debris size in each of these water levels. The result will be the look-up table. Such tables for
each of the clusters will be presented at the end.

It can be easily seen in the plots that when water level increases, the sigmoid curves for various
failure modes shift towards lower velocity, indicating increased vulnerability. As can be observed
in the Tables 8-10, when the water depth is 75% and 100% of the pier height, mostly, the pile
flexure fragility has the highest probability of failure (Pr) indicating the foundation failure to be
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the dominant mode of failure. However, when the water level increases beyond pier height, the
unseating of deck becomes the most important mode of failure. In all the cases, the probability of
pier flexure failure is insignificant. This can be attributed to the high second moment of area of the
pier section about the bridge axis. Also, pile shear fragility is the least significant one among all.

The presence of debris is quite significant. As the debris size increases, the projected area of
obstruction to the water current increases and therefore the hydrodynamic force on the bridge
increases. This eventually increases the risk of bridge failure. As debris size increases from 0% to
100% of the span length, the fragility in all the failure modes increases quite rapidly.

It should be noted here as the limitation of the logistic regression that especially in the cases of
excessive scour depth failure and soil bearing capacity failure, there is non-zero probability of
failure near the zero velocity. Practically, this does not make any sense because a bridge can’t fail
in the above discussed failure modes when the water is still. This can be attributed to excessive
randomness in the distribution of the data points (binary- 1’s and 0’s). And therefore, there is
underfitting of such dataset with the sigmoid curve. In most of the other cases, there exists a narrow
cutoff velocity range, which is greater than 0 m/s, from where there is tentative transition from
safe mode (0’s) towards failure mode (1°’s).

A more distilled and readable table is presented in the ‘Look-up Table’ section.

3.5 Cluster-2 (medium-span steel) Fragility Curves
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Figure 25: Cluster 2 (medium-span steel) Fragility curves
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Table 11: Cluster-2 P(failure) when depth = 75% of pier height

Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0.0001 0 0 0 0 0
25% 0 0.2057 | 0.0443 0 0.1098 | 0.1191 0
50% 0 0.3654 | 0.1665 0 0.3375 | 0.3546 | 0.0003
75% 0 0.4981 | 0.2953 0 0.4721 | 0.4673 | 0.0003
100% 0 0.5607 | 0.3928 0 0.568 | 0.5563 | 0.0008
Table 12: Cluster-2 P(failure) when just submergence of pier
Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0.0005 0 0 0 0 0
25% 0.085 0.2276 | 0.0649 0 0.1262 | 0.1513 0
50% 0.1792 0.3999 | 0.2205 0 0.3514 | 0.3787 0
75% 0.2161 0.4607 | 0.3275 0 0.5149 | 0.5327 | 0.0003
100% 0.2224 0.5034 | 0.3923 0 0.6276 | 0.6073 | 0.0004
Table 13: Cluster-2 P(failure) for deck submergence
Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0.0161 0 0 0.0016 | 0.002 0
25% 0.4087 0.3392 | 0.0298 0 0.0052 | 0.032 | 0.0006
50% 0.533 0.4588 | 0.1074 0 0.019 | 0.0997 | 0.0028
75% 0.5692 0.5199 | 0.1664 0 0.0523 | 0.1514 | 0.0077
100% 0.6037 0.554 0.206 0 0.0758 | 0.1755 | 0.0071

The discussion for cluster 2 is similar to that of the cluster 1 discussion.
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3.6 Cluster-3 (long-span steel) Fragility Curves
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Figure 26: Cluster 3 (long-span steel) Fragility curves

Velocity
density

Table 14: Cluster-3 P(failure) when depth = 75% of pier height

Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0 0 0 0 0 0
25% 0.0583 0.0002 | 0.0554 0 0.0897 | 0.0863 | 0.0158
50% 0.1266 0.0008 | 0.1418 0 0.2905 | 0.2863 | 0.0591
75% 0.1881 0.0021 | 0.2427 0 0.4112 | 0.4774 | 0.0965
100% 0.2413 0.0029 | 0.3444 0 0.5646 | 0.5264 | 0.1348
Table 15: Cluster-3 P(failure) when just submergence of pier
Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0 0 0 0 0 0
25% 0 0 0.0002 0 0.1339 | 0.1301 0
50% 0 0 0.0466 0 0.3275 | 0.3357 0
75% 0 0 0.1411 0 0.5364 | 0.4736 0
100% 0 0 0.3276 0 0.6067 | 0.6308 0
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Table 16: Cluster-3 P(failure) for deck submergence

Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0.0001 0 0 0 0 0 0
25% 0.1475 0.1613 | 0.0088 0 0 0.0133 | 0.0133
50% 0.1794 0.252 0.036 0 0 0.0194 | 0.0176
75% 0.1215 0.2619 | 0.0581 0 0.0017 | 0.0174 | 0.0144
100% 0.076 0.2386 | 0.0656 0 0.0087 | 0.0165 | 0.0038

The discussion for cluster 3 is similar to that of the cluster 1 discussion.

3.7 Cluster-4 (concrete culvert) Fragility Curves

The limit state for the culverts is totally different than that for bridges. Also, as discussed in the
methodology, due to the additional fact that the parameters for look-up table for culverts need to
be different than that for bridges, the intensity measure for the culverts was chosen to be discharge
corresponding to return period ‘T’. Based on that, the following fragility curve was generated for
up to 500 years of flood intensities.

Fragility Curve of Culvert Overtopping

1.0 A

0.8 1

0.6 7

P(failure)

0.2

0.012 5 10 20 50 100 200 500
10! 107
Return Period (T years)
log-scale

Figure 27: Cluster 4 (culverts) fragility curves

500 number of MCS were used at each return period, as beyond that, the curve did not noticeably
change. The probability of failure Pr can be noted directly at each T, without the need for
numerical integration method that we used for the bridges. The results are tabulated as below in
Table 17:
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Table 17: Fragility table for culverts (Cluster-4)

Return Period Probability of failure
(years) (Py)

2 0.020

5 0.048

10 0.088

20 0.698

50 0.896
100 0.946
200 0.950
500 0.976

The parameters based on which the fragility tables were developed were different for the culverts
and the bridges. However, the meaning of P was same for both, and the values of Py of culverts

could be directly compared with that of the bridges for the prioritization purpose.

3.8 Cluster-5 (concrete t-beam) Fragility Curves
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Figure 28: Cluster 5 (concrete t-girder) Fragility curves

Table 18: Cluster-5 P(failure) when depth = 75% of pier height

Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0 0 0 0 0 0
25% 0 0.017 0 0 0.042 | 0.0551 0
50% 0 0.1199 | 0.0026 0 0.2047 | 0.2313 0
75% 0 0.2233 | 0.0193 0 0.3826 | 0.3525 0
100% 0 0.3059 | 0.0636 0 0.4944 | 0.471 0
Table 19: Cluster-5 P(failure) when just submergence of pier
Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0 0 0 0.0017 | 0.0008 0
25% 0.1319 0.0569 0 0 0.0574 | 0.0688 0
50% 0.2357 0.156 | 0.0042 0 0.1844 | 0.1988 0
75% 0.3072 0.207 | 0.0335 0 0.3124 | 0.3299 0
100% 0.3491 0.2518 | 0.061 0 0.3917 | 0.4289 0
Table 20: Cluster-5 P(failure) for deck submergence
Debris (% Deck Pile Pile Pile scour Soil Pier
span) unseating | flexure | buckle | shear bearing | flexure
0% 0 0.0088 0 0 0.0449 | 0.0468 0
25% 0.6814 0.2342 | 0.0019 0 0.052 | 0.0717 0
50% 0.8014 0.3864 | 0.021 0 0.0837 | 0.1379 | 0.0003
75% 0.8207 0.4723 | 0.0527 0 0.0912 | 0.1849 | 0.0011
100% 0.8256 0.4916 | 0.0804 0 0.1279 | 0.2326 | 0.0035

The discussion for cluster 5 is similar to that of the cluster 1 discussion.
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3.9 Cluster-6 (wooden truss) Fragility Curves

Due to the project time restrain and unavailability of data of the representative bridge, the fragility
analysis could not be performed for this cluster.

There were only 7 wooden truss bridges in the cluster. So, generalization based on such a small
sample could not be very accurate anyway. Although wooden truss bridge is not a common type
of bridge that is built in the major roadways where significant traffic volume is expected, for future
endeavor, however, it is recommended to complete this task with observed data to make the study
results more comprehensive.

Look-up Tables

The following Look-up Tables (Table 22-26) are the final output of this project. In the result tables,
maximum probability values among each kind of failure modes represent the most likely failure
mode for a specified debris size and a water level, and hence, those values were selected to put in
the look-up tables. The numeric code for mode of failure is explained in Table 21.

The parameters required to read the fragility tables are quite simple and easily accessible in the
field even during extreme floods. The observer can report the bridge type and identify the cluster
in which it belongs to. Then, failure probability of the bridge can be read from the table based on
the water level and debris size. The water level can be reported as either 75% submerging the pier
or fully submerging the pier or in extreme conditions, overflowing the deck submerging bridge
railings. On the other hand, the debris size is expressed as percentage of average span of the bridge.
It should be noted here that the water level below 75% was considered to be insignificant to cause
bridge failures and was not analyzed in this project. Similarly, the maximum debris size was
limited to the average of span lengths on two sides of the pier. The code in the square brackets
adjacent to the probability values tells which component is likely to fail for the given flood and
debris intensities.

For culverts, the failure probability has been expressed with respect to the return period of the
flood.

Table 21: Failure codes

Failure
Code Component
[1] Foundation
[2] Deck
[3] Pier
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Table 22: Look-up table for cluster-1 (short span steel)

Cluster-1 (Short Span Steel)

Fragility (Probability of Failure)

Debris size - -
(% span) pier 75%- Pier full- Deck full-
submergence | submergence | submergence

0% 0 0.0005 [1] 0.0044[1]

25 % 0.1929[1] 0.2722[1] 0.6156 [2]
50 % 0.4341[1] 0.4800[1] 0.7446 [2]
75 % 0.5706 [1] 0.5557[1] 0.7875[2]
100 % 0.6647[1] 0.6431[1] 0.8103[2]

Table 23: Look-up table for cluster-2 (medium-span steel)

Cluster-2 (Medium Span Steel)

Fragility (Probability of Failure)

Debris size - -
(% span) pier 75%- Pier full- Deck full-
submergence | submergence | submergence

0% 0.0001 [1] 0.0005 [1] 0.0161 [1]
25% 0.2057 [1] 0.2276 [1] 0.4087 [2]
50 % 0.3654 [1] 0.3999 [1] 0.533[2]
75 % 0.4981 [1] 0.5327 [1] 0.5692 [2]
100 % 0.5680 [1] 0.6276 [1] 0.6037 [2]

Table 24: Look-up table for cluster-3 (long-span steel)

Cluster-3 (Long Span Steel)

Fragility (Probability of Failure)

Debris size - -
(% span) pier 75%- Pier full- Deck full-
submergence | submergence | submergence

0% 0 0 0.0001[2]

25 % 0.0897[1] 0.1339[1] 0.1613[1]
50 % 0.2905[1] 0.3357[1] 0.2520[1]
75 % 0.4774[1] 0.5364[1] 0.2619[1]
100 % 0.5646 [1] 0.6308[1] 0.2386[1]
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Table 25: Look-up table for cluster-4 (culverts)

Cluster-4 (Culverts)
Retlz;gaf:)rlod Probability of Failure
2 0.020
5 0.048
10 0.088
20 0.698
50 0.896
100 0.946
200 0.950
500 0.976

Table 26: Look-up table for cluster-5 (concrete T-girders)

Cluster-5 (Concrete T-Girder)
o Fragility (Probability of Failure)
Debris size - -

(% span) pier 75%- Pier full- Deck full-
submergence | submergence | submergence

0% 0 0.0017[1] 0.0468[1]

25 % 0.0551[1] 0.1319[1] 0.6814[2]

50 % 0.2313[1] 0.2357[2] 0.8014[2]

75 % 0.3826[1] 0.3299[1] 0.8207[2]

100 % 0.4944[1] 0.4289[1] 0.8256 [2]

Limitations

Being a first of a kind study in this direction of regional fragility assessment of bridge structures,
there exists many limitations in it. Although most of the limitations have been already described
in their respective contexts, some of the major limitations are listed here for a quick overview.

Statistical Limitations

e Only multi-span bridges were considered, focusing on pier foundation scour and entrapment
of debris at piers and deck. Abutments scouring was not considered in the study.

e Due to unavailability of data, clustering parameters (material, type, average span length and
total structure length) were mostly superstructure-based, although foundation type, debris
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generation and entrapment probabilities, soil type, etc. are also considered to be important
flood-related parameters.

Modelling Limitations

e If a MCS realization was a long span bridge, then debris size equaling one full span might not
represent a realistic size of debris that could be carried out by the stream. (Diehl, 1997), for
example, reported the maximum size of drift width and blocked spans to be 24 meters. Thus,
fragility results of a cluster could be swayed to more extreme side (overestimation) if a greater
number of long span bridges are present in a cluster.

e Due to unavailability of substructure data, only one type of foundation — pile foundation was
used by using some scaling factors to proportionate with the reference bridges.

e Assumptions were made to estimate the soil type which affects the bearing capacity and depth
of fixity. Only one kind of soil (cohesionless soil) was in the study.

e Only the static frictional resistance was considered between the girder and pier-cap, and hence,
the connection strength at the bearing locations has been neglected. This makes this study more
conservative. However, to accurately account the resistance of deck movement in the lateral
direction, mechanisms of failure of various kinds of bridge bearings are suggested to be studied
in the future.

e The pile cap was modelled as a rigid plate. Considering the flexibility of pile caps can affect
the analysis results.

Regression model limitations

e Logistic regression simplifies the fitting of binary data with smooth ‘S’ shaped curve, when in
reality, fragility curves may be not perfectly ‘S’ shaped.

o Forceful fitting of sigmoid curve, in some cases, resulted in some errors near zero velocity.
However, the consequence of that is minimal as near zero velocity, the probability of failure
as well as velocity distribution are not significant.

Others

e Due to unavailability of data, fragility analysis of wooden-truss cluster could not be
performed.

Conclusions and Recommendations

In this project, bridges crossing hydraulic lines in the state of Vermont were chosen for fragility
assessment. The project was completed in two phases. In the first phase, data of the bridges were
collected, and clustering of the bridges was done based on key flood-related parameters. Using the
K-prototype algorithm, six prominent clusters were obtained. In the second phase, fragility
assessment of five of the clusters was done. The typical design parameters of each of the bridge
types were accessed with the help of cluster-mean bridge. While finite element modeling was done
to do the analysis of bridges, one of the six cluster- culvert was separately dealt with different
failure mode than that of the bridges. The fragility output was presented in look-up tables, using
which fragility of any of the bridge types can be instantly assessed based on easily reportable flood
and debris intensity parameters at a bridge site. For culverts, output is based on return period of
flood.
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The procedure developed in this project to generate vulnerability lookup-tables is believed to serve
bridge asset managers, local and state governments, and other related decision-makers to take
immediate actions and strategies on the operations and maintenance of bridges during severe flood.
Identifying the most vulnerable bridge or bridges in a region will help in mitigation of the possible
economic and human life losses during flood.
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