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Abstract—Traffic speed is one of the critical indicators reflect- 
ing traffic status of roadway networks. The abnormality and 
sudden changes of traffic speed indicate the occurrence of traffic 
congestions, accidents, and events. Traffic control and manage- 
ment systems usually take the spatiotemporal variations of traffic 
speed as the critical evidence to dynamically adjust the traf- 
fic signal timing plan, broadcast traffic accidents, and form a 
management strategy. Meanwhile, transport is multimodal in 
most cities, including vehicles, pedestrians, and bicyclists. Traffic 
states of different traffic modes are usually used simultane- ously 
as the significant input of advanced traffic control systems, e.g., 
multiobjective traffic signal control system, connected vehi- cles, 
and autonomous driving. In previous studies, Wi-Fi and Bluetooth 
passive sensing technology was demonstrated as an effective 
method for obtaining traffic speed data. However, there are some 
challenges that greatly affect the accuracy the esti- mated traffic 
speed, e.g., traffic mode uncertainty and the errors caused by 
sensors’ detection range. Thus, this study develops a real-time 
method for estimating the multimodal traffic speed of road 
networks covered by Wi-Fi and Bluetooth passive sen- sors. To 
address the two identified challenges, an algorithm is developed to 
correct the biased estimated traffic speed based on the received 
signal strength indicator of Wi-Fi and Bluetooth signals, and a 
novel semisupervised Possibilistic Fuzzy C-Means clustering 
algorithm is proposed for identifying traffic modes of Wi-Fi 
and Bluetooth device owners. The performance of the proposed 
algorithms is evaluated by comparing with the selected baseline 
algorithms. The experimental results indicate the supe- riority of 
the proposed algorithm. The proposed method of this study can 
provide accurate and real-time multimodal traffic 
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speed information for supporting traffic control and manage- 
ment, and, thus, improving the operational performance of the 
whole road network. 

Index Terms—Multimodal traffic speed, real-time monitoring 
system, received signal strength indicator (RSSI), traffic mode 
identification, Wi-Fi and Bluetooth passive sensing. 

 
 

I. INTRODUCTION 
RAFFIC speed is one of the critical indicators reflecting 
traffic status of roadway networks [1]. The abnormality 

and sudden changes of traffic speed indicate the occurrence of 
traffic congestions, accidents, and events. Traffic control and 
management systems usually take the spatiotemporal varia- 
tions of traffic speed as the critical evidence to dynamically 
adjust traffic signal timing plan, broadcast traffic accidents, and 
form management strategy. In the meanwhile, traffic is 
multimodal in most cities, including motorized vehicle, pedes- 
trian, bicyclist. Multimodal traffic speed is usually used simul- 
taneously as the significant input of advanced traffic control 
systems, e.g., multiobjective traffic signal control system [2], 
connected vehicles, and autonomous driving. 

Basically, the traffic speed data collection method can be 
divided into two categories in terms of sensing tech- nologies. 
On the one hand, traffic speed can be estimated based on the 
data transmitted by travelers or vehicles, such as GPS-based 
traffic estimation [3]–[5] and crowdsourcing methods [6], 
which are so-called active sensing methods. However, in some 
cases, the small sample size limits the implementation of these 
technologies and the reliability of the estimated traffic speed. 
On the other hand, roadside traffic sen- sors capture valuable 
data for passively sensing traffic speed. Generally, there are 
two main methods for passively sensing traffic speed, either 
calculating traffic speed based on reiden- tification results, or 
estimating the average speed based on point detection methods. 
For point detection, multiple meth- ods were developed based 
on loop detectors [7], microwave sensors [8], etc. However, 
since the speed information in the middle of road segments is 
unachieved for point detectors, the estimated speed will be 
erroneous if the congestion or traffic accidents occur in the 
middle of road segments. For reiden- tifying vehicles or 
travelers at different locations, a unique identifier or 
representative features are required. Then the traffic speed can 
be calculated based on the detection time 
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difference. Compared with point detection methods, it can not 
only observe the traffic status at detection points but the traf- 
fic status in the middle of road segments also can be inferred. 
Previously, multiple sensing technologies were developed for 
reidentification, e.g., computer vision [9]–[11], RFID-based 
speed detection [12], license plate recognition [13], and pas- 
sive Wi-Fi and Bluetooth sensing technology [14]. For com- 

puter vision-based traffic speed sensing, the license plate 
number of motorized vehicles and the extracted nonmotor- 
ized travelers’ features are treated as unique identifiers [15]. 
However, several disadvantages make it questionable for traf- 
fic speed detection, including privacy issues [16], low accuracy 
and efficiency (especially for reidentifying nonmotorized trav- 
elers) [17], and the influence of environmental conditions 
(illumination, weather, etc.). Besides, other reidentification 
methods also have limitations, such as low penetration rate 
of RFID tags, which impair their applicability and reliability. 
Recently, as the ubiquitous usage of smart phones, schol- 

ars developed traffic status estimation methods based on 
passively sensing Wi-Fi and Bluetooth mobile device [18]. 

Jason et al. proposed a method for real-time travel time 
estimation using Media Access Control address matching in 
2008 [19], which is the first research applying Wi-Fi and 

Bluetooth sensing technology in travel time acquisition. Then, 
a plenty of studies investigated the influential factors of traf- 
fic speed detection accuracy and reliability [18], [20]–[30]. It 

is stated that the accuracy can be affected by the commu- 
nication quality of Bluetooth sensors, the detection range of 

the sensors, the level of average traffic speed on a road seg- 
ment, vertical sensor placement, and the type of antennas 

using for sensing Wi-Fi and Bluetooth device. To improve 
the accuracy of traffic speed estimation based on Wi-Fi and 
Bluetooth sensing data, other data sources, e.g., loop detector 

data, GPS recordings, were fused with Wi-Fi and Bluetooth 
sensing data [31]–[33], Hyoshin and Ali proposed a two- 

stage stochastic model for determining the optimal number 
and location of Wi-Fi and Bluetooth sensors [34], traffic 

mode identification model was developed [35], and received 
signal strength indicator (RSSI) was utilized for improv- 

ing estimation accuracy [36], [37]. Besides, such technology 
was implemented for monitoring traffic in different scenar- 

ios, including travel time prediction [38], [39], arterial traffic 
congestion analysis [40], bicycle travel time estimation [41], 
travel time delay monitoring in work zones [42], road- 
way system assessment [43], freeway travel time monitoring 
system development [44], pedestrian network monitoring [45], 
crowd mobility pattern exploration [46], and transit ridership 

flow monitoring [47]. 
In summary, most of the existing studies based on Wi-Fi and 

Bluetooth passive sensing only involves in traffic speed 
monitoring on freeways. However, for providing multimodal 
traffic speed in the urban area, there are two main chal- lenges 
that have not been addressed, including the biasness of traffic 
speed estimation caused by the detection range of the sensor, 
and the traffic modes uncertainty of Wi-Fi and Bluetooth device 
owners. For the biasness caused by the detec- tion range of the 
sensor, previous studies tried to mitigate the bias by 
evaluating the level of the estimated errors by 

the first or the last detection [37], and exploring the detection 
point which is the closet to the sensor [48]. However, those 
simple methods have not effectively corrected the biasness. For 
the traffic mode uncertainty, several studies have estab- lished 
algorithms to identify traffic modes based on supervised 
machine learning algorithms [35], filtering method based on 
predefined thresholds [49], and logit models [45]. However, the 
accuracy of those existing methods highly relies on the 
empirical information extracting from a large set of labeled data 
or predefined thresholds. Considering that the labeled data are 
hard to obtain and the optimal values of predefined thresholds 
are difficult to determine, the existing methods may still need 
to be improved to release the dependency on larger amount of 
labeled data or predefined thresholds. Therefore, the major 
objective of this research is to address the two iden- tified 
challenges for improving the accuracy and reliability of 
multimodal traffic speed monitoring systems based on passive 
Wi-Fi and Bluetooth sensing. The major contributions of this 
study can be summarized as follows. 

1) An algorithm is established to correct the biasness of the 
estimated traffic speed caused by the detection range 
of the sensor based on RSSI of Wi-Fi and Bluetooth 
signals. Ground-truth speed data and the correspond- ing 
estimated traffic speed of 408 trips are compared to 
validate the performance. 

2) A traffic mode identification algorithm is proposed based 
on a designed semisupervised Possibilistic Fuzzy C- 
Means (PCM) clustering algorithm. Multiple baseline 
algorithms are selected for the evaluation purpose. The 
evaluation results demonstrate the advantage of the 
algorithm in terms of detection accuracy. 

3) A real-time multimodal traffic speed estimation algo- 
rithm is established for estimating the traffic speed of the 
road network covered by Wi-Fi and Bluetooth pas- sive 
sensors. The accuracy of the proposed algorithm is 
evaluated based on the comparison of estimated results 
and ground-truth data. The evaluation results indicate the 
proposed algorithm can accurately estimate all three 
traffic modes, including walk, bike, and car modes. 

 
II. METHODS 

In this section, the proposed system architecture and the 
algorithm framework are presented. Section II-A introduces the 
system architecture. Section II-B presents the overall algo- 
rithm framework. Sections II-C and II-D show the proposed 
algorithm for correcting estimated traffic speed and identifying 
traffic mode. Section II-E introduces the evaluation metrics. 

 
A. System Architecture 

Fig. 1 shows the architecture of the proposed system. The 
system mainly consists of two parts: 1) sensor networks at the 
edge side and 2) the remote server for data analysis, man- aging, 
and visualizing. The data transmission between two sides is 
supported either by wireless communication or through Ethernet 
cables. The major role of sensor networks at the edge side is to 
capture the MAC addresses of the mobile devices within 
sensors’ detection range. Real-time MAC address data 
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Fig. 1.  System architecture. 
 
 

Algorithm 1: Real-Time Multimodal Traffic Speed Estimation
  
Initialization: start time t0, time interval �t 
for road segments i in {1,..., N} do: 

Extract all MAC trips M within time interval [t0, t0 + �t] 
for MAC trip j in {1,..., M} do: 

Correct traffic speed based on RSSI using Equation (6) 
Extract features vector vj of MAC Trip j 

end for 
Identify travel modes for all MAC trips M using 
Algorithm 2 

end for 
Output: average multi-modal traffic speed of all road seg- 
ments for the time window [t0, t0 + �t]  

 
 

collected by all nodes of a sensor network is transmitted to the 
remote server for further analysis and visualization. At the 
serve side, the proposed algorithm is implemented to esti- mate 
the real-time multimodal traffic speed based on the Wi-Fi and 
Bluetooth MAC address data. The results are visualized and 
broadcasted to transportation managers and road users for 
decision-making and travel scheduling. 

 
B. Real-Time Multimodal Traffic Speed Monitoring 

The main objective of the proposed algorithm is to esti- mate 
average multimodal traffic speed, including car, bike, and walk 
modes, of all road segments for the time windows with 
predefined time interval. In this study, a road segment is 
defined as the road between two adjacent Wi-Fi and Bluetooth 
MAC address sensors. Algorithm 1 presents the proposed algo- 
rithm. First, the algorithm traverses each road segment of a 
road network to extract valid MAC trips within a specific time 
window [t0, t0 + �t], where t0 is the start time of a time 
window, and �t is a predefined time interval. A valid 
MAC trip is generated when a unique MAC is detected by two 
adjacent sensors in chronological order within a reason- able 
time range. After all valid MAC trips are achieved for a road 
segment, the traffic speed of each trip will be corrected. The 
traffic speed correction algorithm will be introduced in the 
Section II-B. Then, a vector of features which represents the 
characteristics of each MAC trip will be extracted. The 
extracted features are presented in Table I. Basically, the fea- 
tures not only contain the travel time and speed attributes, 
but also include the movement features at two sensing sta- tions 
of a road segment, e.g., detection times and duration. Then, all 
extracted features will be used as the input of the traffic mode 
identification algorithm based on the proposed semisupervised 
PCM clustering which will be introduced in the Section II-C. 
Finally, the average multimodal traffic speed 
of a road segment within the time window [t0, t0 + �t] is 
the outcome of the proposed algorithm. The algorithm can be 
implemented in a real-time way by repeating Algorithm 1 for 
every �t. 

 
 

C. Correcting Traffic Speed Based on Received Signal 
Strength Indicator 

In general, MAC address sensors can capture the MAC 
address of the mobile device within a specific detection range. 
Typically, the detection range is about 50–80 m for Wi-Fi 
sensing and 20 m for Bluetooth sensing. The MAC address 
of a discoverable mobile device can be detected anywhere 
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Fig. 2.  Estimated traffic speed error caused by detection range. 
 
 

within the detection range. However, the exact detection loca- 
tion cannot be precisely identified. Such spatial uncertainty 
causes errors for traffic speed estimation. From the illustra- tion 
in Fig. 2, the red circles represent the location of two Wi-
Fi and Bluetooth sensors which are denoted as s and e. The two 
blue circles represent the detection ranges of two sensors. 
While the pedestrian is walking from the start sens- ing location 
s to the end sensing location e, the MAC address of the mobile 
device carried by the pedestrian is detected at P1 and P2. 
However, the exact locations of P1 and P2 cannot be detected, 
and the traffic speed of the pedestrian for moving from s to e 
can be estimated by 
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(1) 

1 2 

where ddevice is the distance between sensing points s and e, 
and TTP1−P2 is the travel time moving from P1 to P2. Obviously, 
the estimated traffic speed in (1) is biased and the error can be 
calculated by 
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error = ddevice − dP1−P2 
TTP −P 

 
(2) 

 
Fig. 3. RSSI versus distance with regression line. (a) Wi-Fi and (b) Bluetooth. 

1 2 

where dP1−P2 is the distance between P1 and P2. The mag- 
nitude of estimated speed errors depends on the size of 

the detection range. Sometimes, the detection range can be 
enlarged to 1000 m by powerful antenna in order to capture the 
MAC address from the vehicles driving with high speed [26]. 

For each detected Wi-Fi and Bluetooth probe request frame, 
an integer ranging from −120 to −30, which is called RSSI, 
tells the signal strength of a Wi-Fi or Bluetooth signal. 
In previous studies, distance between sensors and Wi-Fi or 
Bluetooth mobile device has been demonstrated as one of the 
major influential factors of RSSI [50]. The developed func- tion 
which maps RSSI to distance was utilized for indoor 
localization [51], [52]. 

In this study, the RSSI is utilized to correct the biased traf- 
fic speed estimation based on Wi-Fi and Bluetooth sensing 
data. To explore the relationship between RSSI and distance, 
the experiments are conducted to collect RSSI values with 
different distance. Fig. 3 shows the boxplot of RSSI measure- 
ments to distance for Wi-Fi and Bluetooth signal separately. 
According to the figures, the detection range for Wi-Fi and 
Bluetooth sensing are 60 and 35 m, respectively. It is obvi- ous 
that the values of RSSI increase while the mobile device and 
the sensor are getting closer. The relationship is fitting by an 
exponential regression since the minimum value of distance is 
zero. The dashed red lines in Fig. 3 present the fitted 

relationship. The R-square is larger than 0.95 for both 



 

 

Wi-Fi and Bluetooth sensing, which indicates the well-fitting 
performance of the regression functions. Then, the distance 
to sensors can be estimated by (3) and (4) based on RSSI 
measurements 

dWi−Fi = e−0.04273×RSSI (3) 

dBluetooth = e−0.03199×RSSI (4) 

where dWi−Fi and dBluetooth are the distance to sensors for 
Wi-Fi and Bluetooth signal. 

To correct the errors based on RSSI, the relative posi- 
tion of detection locations and sensors is another required 
information. Fig. 4 illustrates the relative position when a 
mobile device is detected by once, twice and n times. In Fig. 
4, Scenarios 1-1 and 1-2 present the case when a mobile 
device is detected once while passing the detection range, 
where P1 is the detection point and dP1 is the distance 
between the sen- sor and P1. In this case, P1 is either detected 
before or after the traveler passing the sensor, and the relative 
position can- not be determined. When a mobile device has 
two detection points while passing the detection range, there 
are four scenar- ios presented in Scenario 2-1 through 
Scenario 2-4. If P1 and P2 are detected in chronological order 
and RSSIP1 < RSSIP2 , the relative position of P1 to the 
sensor can be determined as that P1 is detected before the 
mobile device passing the sensor and vice versa. Thus, in 
general, if a mobile device is 
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Fig. 4.  Illustration of relative position of detection locations and sensors. 
 
 

detected n times, the detection point with the highest RSSI 
measurement has the closest distance to the sensor. The rela- 
tive position of the rest of detection points to the sensor can be 
determined by the following rules. 

1) The detection points are detected before the timestamp 

 
at a single sensor location. Then, the estimated traffic speed of 
a MAC trip can be corrected by averaging the corrected speed 
of all pairs of detection points at start and end sensing locations 
based on LS LE Corrected Speedi−j 

of the detection point with the highest RSSI measure- 
ments that are detected before the mobile device passing 

Corrected Speedtrip = i j 

S × E 
(6) 

the sensor. 
2) The detection points are detected after the timestamp 

of the detection point with the highest RSSI measure- 
ments that are detected after the mobile device passing 
the sensor. 

Thus, if a mobile device is detected more than once either at 
the starting or ending sensor location, the estimated traffic 
speed of a single pair of detection points at start and end sensing 
locations, s and e, can be calculated by where ddevice is the 
distance between start and end sensing locations. Ps and Pe are 
the detection points at start and end sensing locations. ds and de 
are the distances between Ps and Pe to the sensor, and 
TTs−e is the detection time difference between the timestamp of 
Ps and Pe. The traffic speed can be corrected by add or 
minus ds and de depends on Ps and Pe are detected before 
or after the detection point Pmin which has the closet distance to 
sensors due to the highest RSSI measurement. Typically, for a 
specific MAC address, it can be detected multiple times 

where S and E are the total numbers of detection points at start 
and end sensing locations, i represents the ith detection point at 
the start sensing location, and j represents the jth detection point 
at the end sensing location. As it is discussed above, the 
proposed algorithm for traffic speed correction based on RSSI 
measurements is not feasible when a mobile device is detected 
only once at each sensing location. However, Fig. 5(a) shows 
the boxplot of detection times of the mobile devices when they 
are carried by car, bike, and pedestrian. The average detection 
times of a single mobile device is larger than once for all three 
modes, which indicates the impacts of only one detec- tion 
points is trivial, and the proposed traffic speed correction 
algorithm can be implemented under most scenarios. 

 
D. Travel Mode Identification Using Semisupervised 
Possibilistic Fuzzy C-Means 

To monitor multimodal traffic speed by passively sensing 
Wi-Fi and Bluetooth mobile devices, the traffic modes of valid 
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Fig. 5.  Boxplot of key features. (a) Detection times and (b) ground truth of traffic speed of each mod. 
 
 

 

Algorithm 2: Semisupervised PCM Clustering 
Initialization: 

The number of clusters C 
The maximum number of iterations L 
The fuzzification parameter m 
Calculate the center of each cluster in labelled data v(0) 
Initialize ηi using Equation (13) 
Initialize U0 ∈ RC×N, u0 = U0(i, j) ∈ [0, 1] using 
Equation (11) 

Repeat: 
Update Ut using (10), and Increment L 

points, and C is the total number of clusters. It is noted that the 
last constraints in (8) restricts the memberships to lie on the 
hyperplane defined by C uij = 1. For the traffic modes 
identification, this constraint is too restrictive and lead to the 
memberships only represent relative numbers dependent on 
C rather than the real possibility of a data point belonging to 
clusters. Thus, the PCM clustering algorithm was developed to 
improve the algorithm by releasing this constrain. The detailed 
introduction of PCM clustering is presented in the next section. 

2) Possibilistic Fuzzy C-Means Clustering: PCM clus- 
tering was developed by releasing the constraint of 

Until:kUt − Ut−1k≤ ε or t ≥ L C 
i=1 uij = 1 [55]. The constrains of PCM is shown in the 

 

 
 

MAC trips need to be identified based on the features of 
each trip. In this study, the traffic mode of each MAC trip 
is identified by the proposed semisupervised PCM cluster- ing 
algorithm. The proposed algorithm is introduced in the 
following sections. 

following:  
uij∈[0, 1] for all i and j 

N 

0 < uij≤N for all i, and 
j=1 

max uij > 0 for all j. (9) 
i 

1) Fuzzy C-Means Clustering: Fuzzy C-Means (FCM) 
clustering is a widely used fuzzy-based clustering algorithm 
[53]. Comparing to traditional hard clustering algorithms, e.g., 
K-Means clustering, FCM assigns a certain membership 
function of all clusters to each data point which allows the 
ambiguous boundaries among the features of 

where the memberships of each cluster are restricted by the 
constrain of maxi uij > 0. In this case, the membership functions 
represent the degree of possibility of a data point belonging to 
clusters. The objective function of PCM is shown in (10) 

C N C N 
different clusters [54]. The objective function of FCM and 
the constraints for assigned membership functions of clusters JPCM = 

L L 
umdij

2 + 
L 
ηi 

L 
1 − uij

 m (10) 

are shown in the following: i=1 j=1 i=1 j=1 

where ηi are suitable positive numbers which determine the N C 
m 2 
ij 

j=1 i=1 

uij ∈ [0, 1] for all i and j (7) 

0 < 
L 

uij < N for all i, and 

distance at which the values of the membership function of a 
data point in a cluster becomes 0.5. The selection of its value 
will be introduced later. The interpretation of other parameters 
is the same as those of the FCM clustering. The solution of the 
objective function can be achieved by 

1 

j=1 

L 
uij = 1 for all j. (8) 

uij = 
1 + 

 1  . (11) 
2  m−1 
ij 
ηi 



 

 

i=1 

where uij∈[0, 1] is the membership function of the jth data 
point belonging to cluster i, dij

2 is the distance of the jth data 
point to the center of the ith cluster, m is the parameter for 
controlling the fuzzification, N is the total number of data 

It is obvious that the membership function of PCM satisfies 
the constrains in (9). In each iteration, the updated value of 
uij depends only on the distance between the center of the 
ith cluster and the jth data point. The membership of a data 
point in a cluster should be determined solely by how far it is 
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from the center of the cluster and should not be coupled with 
its location with respect to other clusters. Then, the solution of 
the objective function of PCM clustering allows optimal 
membership solutions to lie in the entire unit hypercube rather 
than restricting them to the hyperplane given by 

LC uij = 1. 
For the selection of the value of ηi, it should represent the 
possibility distribution for each cluster. The typical selection 
of ηi is shown in the following: 

LN  umd2 

ηi = K j=1 
N 
j=1 

ij ij 
m 
ij 

(12) 

where K is a constant number which is typically selected to be 
1 [55]. Equation (12) makes ηi proportional to the average 
fuzzy intracluster distance of clusters. The initialized value 
of ηi depends on the initialization of um and the center of 

clusters by randomly selection. However, random selection of 
the initialized parameters can generate unexpected errors to 
clustering accuracy [56]–[58]. In this study, a semisupervised 
PCM clustering is proposed to mitigate the errors utilizing a 
small set of labeled data. 

3) Semisupervised PCM Clustering: In (11) and (12), ηi 
and uij are iteratively updated until the converging criteria 
are met. To utilize the prior information of labeled data, the 
equation of ηi is designed as in (13) for semisupervised PCM 
clustering 

 
 
 
 

Fig. 6.  System deployment. (a) Wi-Fi and Bluetooth sensing device. 
(b) Installation. (c) Data storage and analysis server. 

 
 

MAPE usually expresses accuracy as a percentage. The model 
with a smaller value of MAE, MSE, and MAPE performs better 
in the prediction of observed data. 

ηi = 
nlabelled 2 
xj∈(labelled) ij 

nlablled 
(13) 

The performance of the proposed semisupervised PCM clus- 
tering algorithm for identifying traffic modes is evaluated 
by comparing the accuracy of the selected unsupervised and 

where xj∈(labelled) are the data points in the labeled dataset 
and nlabelled is the total number of data points in labeled 
datasets. In this case, the memberships and uij and ηi can 
be initialized by the labeled data. The semisupervised PCM 
clustering algorithm is trained by Algorithm 2. 

semisupervised clustering algorithms, including K-Means [59], 
Constrained K-Means [60], FCM clustering [53], semisuper- 
vised FCM [61], and PCM clustering [55]. The evaluation 
metrics are presented in the following: 

 
E. Results Evaluation 

Recall = TP
 

(TP + FN) 
(17) 

To evaluate the performance of traffic speed correction based 
on RSSI and the final estimation of multimodal traffic speed 
estimation, mean absolute error (MAE), mean square error 
(MSE), and mean absolute percentage error (MAPE) are used 
to compare the accuracy of corrected traffic speed and original 
speed. The following equations present the metrics formulation: 

where TP is short for True Position which is the number of 
MAC trips belonging to traffic mode i with correctly assigning 
traffic mode i, and FN is short for false negative, which is the 
number of MAC trips belonging to traffic mode j with wrongly 
assigning traffic mode i. 

 
III. SYSTEM DESIGN AND DATA COLLECTION 

 
MAE = 

N 
i=1 Ŷ  − Y 

(14) N 

A. System Deployment 
A prototype system based on the designed framework was 

established in this study for the data collection purpose. 
N 
i=1 

 
Ŷ i
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 Fig. 6 shows the customized Wi-Fi and Bluetooth sensor, 

MSE = 
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Ŷ  − Y 
× 100% (16) 

Yi 

and the remote server of the prototype system. The detailed 
description of the customized sensing device can be found in 
our previous study [47]. Typically, sensors are installed at road 
intersections and get power supply from the roadside cabinets. 
However, the metal shell of cabinets generates sever influ- 

u 

L 

L 
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where Yˆi is the estimated average traffic speed for time window 
i, Yi is the ground-truth value, and N is the number of time 
windows in testing data set. Typically, the MAE presents a 
measure of the average misprediction of the model, the MSE is 
used to measure the error associated with a prediction, and the 

ence for Wi-Fi and Bluetooth signal communicating due to 
signal shielding. Thus, Wi-Fi and Bluetooth antenna should be 
extended to the outside of the cabinet with waterproof 
measures. The sensor installation is shown in Fig. 6(b). The Wi-
Fi and Bluetooth antennas are put in a waterproof box 



 

 

STATISTICS OF THE DATA COLLECTED FROM 16 P.M. TO 18 P.M. ON JUNE 2, 2019 AND JUNE 3, 2019 
 
 
 
 
 

 

 

 

 

TABLE III 
NUMBER OF MAC TRIPS WITH TRAFFIC MODE LABELS 

 
 

 

 

 
 

each trip for evaluating the proposed algorithm of correcting 
traffic speed based on RSSI measurements. Table III shows the 
number of MAC trips with traffic mode labels for each mode. 

 
 
 
 
 

Fig. 7.  Study Site. 
 
 

which is attached to the side of the cabinet. The remote server 
of the prototype system is a general PC with data listening, 
managing, analyzing, and visualizing programs deployed. 

 
B. Data Collection 

The data used in this study were collected by four Wi-Fi and 
Bluetooth sensors at Tongji University in Shanghai City, China. 
The sensors’ locations are shown in Fig. 7. Besides the Wi-
Fi and Bluetooth MAC address data, the ground truth of traffic 
speed data and traffic mode data was collected for the 
validation purpose. 4-h ground truth of multimodal traffic 
speed was collected by video camera from 16 P.M. to 18 P.M. 
on June 2, 2019 and June 3, 2019. The MAC address data 
collecting in the same time periods are used for the analysis 
which is shown in Table II. 

In Table II, the number of data points and the number of 
unique MAC address collected by each sensor are presented. In 
total, 106 926 data points and 26 596 unique MAC addresses 
were detected by four sensors within the 4-h data collection 
period. Among them, 24 263 unique MAC addresses were 
detected through Wi-Fi and 2333 were collected via Bluetooth. 
The data volume of Sensor 4 is the most among four sensors 
and Sensor 2 obtained the least amount of data. 

In addition, the true traffic mode of 408 MAC trips were col- 
lected by ten volunteers. They traveled back and forth among 
four sensors by different traffic modes. Meanwhile, the high- 
resolution GPS trajectories of their movements were collected 
by a phone app to calculate the ground-truth traffic speed of 

IV. EXPERIMENTAL RESULTS 
A. Traffic Speed Correction Based on RSSI 

To evaluate the proposed algorithm for correcting estimated 
traffic speed based on RSSI measurements, the estimation 
accuracy is calculated based on the estimated traffic speed 
before and after the correction. MSE, MAE, and MAPE are 
utilized as the evaluation metrics. The original speed is cal- 
culated using the data points with the highest RSSI value 
at the end or start sensing location. The corrected speed by 
RSSI is estimated based on the proposed method describing in 
Section II-C. The evaluation results are presented in Table IV. 
According to the evaluation results, the proposed algorithm for 
correcting traffic speed is highly effective for improving the 
estimation accuracy. The estimated traffic speed of all three 
traffic modes is closer to the ground truth after the correction 
based on RSSI measurements. All three metrics decrease a 
lot comparing with the original estimated speed. Among three 
traffic modes, the walk mode achieved the most accurate esti- 
mation, in which the accuracy is about 95%, since the relative 
more detection points of each trip provide more information 
about the locations of travelers within the detection range. The 
estimated speed of the car mode and bike mode after correction 
also performed well, in which the accuracy is about 85%. 

 
B. Travel Mode Identification 

In this section, the evaluation result of traffic mode iden- 
tification is presented. Totally, the data of 408 labeled MAC 
trips were used for evaluating traffic mode identification algo- 
rithms. The total data set was randomly split into two parts with 
the ratio of 4:6 as training data and testing data. The evaluation 
metrics were calculated only using testing data. For 
unsupervised clustering algorithms, the data labels of training 
data were not used as the input of the algorithms. For 
semisupervised clustering algorithms, 40% of training 



 

 

PERFORMANCE EVALUATION OF CORRECTING TRAFFIC SPEED BY RSSI 
 

 

 

TABLE V 
PERFORMANCE EVALUATION OF TRAVEL MODE IDENTIFICATION 

 

 
 

data was randomly selected as labeled data. The labeled 
training data are used to initialize the hyperparameters, e.g., ηi 
in Semi-PCM. The experiment was repeated five times. The 
presented result is the average performance of all five 
experiments. 

Table V is the confusion matrix which shows the evaluation 
results of the proposed algorithm and other baseline cluster- ing 
algorithms. The values in the table represent how much 
percentage trips in a specific traffic mode are assigned to the 
traffic mode. For example, 72.06% in the first row of the K- 
Means table represent 72.06% trips by walking are assigned to 
walk mode. According to the results, the proposed semisu- 
pervised PCM clustering algorithm outperformed all other 
baseline algorithms in terms of the highest accuracy of traffic 
mode identification for all three traffic modes. The average 
identification accuracy of the walk mode and car mode is closer 
to 100%. For the bike mode, there are about 17% trips were 
identified as car mode. The major reason is that the traffic speed 
of car mode is relative lower than the usual condition due to the 
lower speed limits on the university campus. As shown in Fig. 
5(b), the third quantile of the traffic speed of car mode is about 
10 m per second. In the urban area, the average traffic speed is 
usually 14 m per second or higher. Such a low traffic speed 
distribution of car mode made the features of car mode and bike 
mode similar. 

For other clustering algorithms, K-Means, FCM clustering, 
and PCM clustering performed with the accuracy in ascend- ing 
order. The main reason is that the mechanism of the FCM 
clustering algorithm allows the features space of clusters to 

be partially overlapped, and PCM clustering improves the 
membership function by reflecting the essential of “possibil- 
ity.” It should be noticed that all clustering algorithms trained 
by semisupervised learning performed better than they were 
trained by the unsupervised learning strategy. As it is dis- 
cussed in the section of methodology, the better performance is 
attributed to avoiding random initialization based on the prior 
information in the labeled dataset. 

 

C. Multimodal Traffic Speed Estimation 
After the traffic mode of each MAC trip is identified, the 

average traffic speed of each road segment within a predefined 
time window can be calculated. 15 min was selected for 
evaluating the estimated multimodal traffic speed. The 4-h time 
period from 16 P.M. to 18 P.M. on June 2, 2019 and June 3, 2019, 
was divided into 16 time windows. The ground truth of 
multimodal traffic speed was calculated based on the video 
recording. The trips in video data were extracted by manually 
identification. In this study, multimodal traffic speed was esti- 
mated for the road segments between two adjacent sensors. The 
road segments with sensing points in the middle were not 
considered. Actually, if the traffic modes can be identi- fied 
accurately based on the data collecting by two sensing points, 
adding more sensing points in the middle of road seg- ments 
will definitely make the estimated accuracy higher [35]. In the 
16 time windows, not every time window had valid trips of 
every traffic mode for each road segment. Thus, the eval- uation 
results are calculated only based on the time windows 

 
 

 

 
 

   

 
 

 
 

  
 

   
 

   

 

 
 

 
 

 

 
 

 

 
 

   

 
 

 
 

 
 

   
 

  

 

 
 

 
 

 

 
 

 

 
 

   

 
 

 
 

 
 

  
 

   

 

 
 
 

 

 

 

 

 

 
 

   

 
 

 
 

  
 

   
 

  

 

 
 

 

 
 

 

 
 

   

 
 

 
 

  
 

  
 

  

 

 
 

 
 

 

 
 

 

 
 

   

 
 

 
 

   
 

  
 

   

 

 
 

 
 

 

 



 

 

 
 

 
 

Fig. 8.  Comparison of estimated multimodal traffic speed and ground truth. 
 

TABLE VI 
PERFORMANCE EVALUATION OF ESTIMATED MULTIMODAL TRAFFIC SPEED 

 

 

 
 

with valid measurements of both the ground truth and esti- 
mated multimodal traffic speed. Fig. 8 shows the comparison 
of the ground truth and the estimated multimodal traffic speed 
for the time windows with 15 min interval. In the figures, 
the solid blue lines present the estimated traffic speed of three 
modes and the dashed red lines show the ground truth. During 
the 4-h time period, the traffic speed of three modes fluctuated. 
The estimated multimodal traffic speed is highly close to the 
ground truth and reflect the flotation very well. The evaluation 
metrics are shown in Table VI. 

 
In Table VI, the evaluation metrics calculated by the esti- 

mated speed before and after correcting based on RSSI mea- 
surements are presented. According to the evaluation results, 
traffic speed correcting based on RSSI improved the estima- 
tion accuracy a lot for all three traffic modes. The values of the 
evaluation metrics calculated by the corrected multimodal 
speed is largely reduced compared with those calculating by 
the original multimodal traffic speed. The overall traffic speed 
estimation accuracy is around 85% for all three traffic modes. 



 

 

 
V. CONCLUSION 

This study proposed a real-time multimodal traffic speed 
monitoring system based on passive Wi-Fi and Bluetooth sens- 
ing technology. An algorithm was established to correct the 
estimated traffic speed based on RSSI measurements. The 
traffic mode of each trip is identified by the proposed semisu- 
pervised PCM clustering algorithm. The performance of the 
proposed system was evaluated based on the ground-truth data. 
The evaluation results indicated the effectiveness and accu- 
racy of the proposed system. The future research direction 
includes urban mobility recognition based on the multimodal 
traffic status estimating by Wi-Fi and Bluetooth sensing data. 
In addition, the communication range of 5G and 6G is much 
shorter than 3G/4G communication [62]–[64], the street-level 
movements probably can be reflected by phone communica- 
tion data. Thus, exploring the feasibility of utilizing the cell 
phone signal of 5G and 6G for traffic speed monitoring is also 
one of the future research directions. 
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