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INTRODUCTION 

With infrastructure systems across the globe approaching the end of their service lives, there 
is an ever-pressing need for techniques to assess current condition and remaining life. As a case in 
point, bridges in the United States, with an average age approaching 45 years, represent one 
particular infrastructure system that is at risk [1]. In the Commonwealth of Virginia, the Virginia 
Department of Transportation (VDOT) is responsible for the design, maintenance, and 
repair/replacement of the bridge infrastructure components that make up part of the transportation 
network. Like many other states, VDOT has taken an aggressive approach to managing its bridge 
inventory by establishing a global performance measure based on structural deficiency, which aims 
to ensure that no more than 8% of their inventory is rated as structurally deficient. This global 
performance metric has outpaced the national average, with consistent reductions in structural 
deficiency from year to year. However, despite these types of initiatives, deterioration often 
outpaces solutions for preservation and owners are faced with the challenges of assessing and 
managing this infrastructure without the resources and staffing necessary for proper management. 
This feature is particularly critical in regions such as Hampton Roads (Figure 1), where high profile 
infrastructure systems such as the Hampton Road Bridge Tunnel and Chesapeake Bay Bridge 
provide critical linkages along the Mid-Atlantic coastal corridor. The infrastructure in these critical 
regions are particularly vulnerable to environmental change such as sea level rise extreme weather 
events, which not only has the potential to impact daily and event driven operation, but also impact 
the long-term performance as these structures are exposed to more extreme operational demands. 
Examples of these extreme operational demands include: greater thermal cycles, more exposure to 
salting during snowstorm events, topside seawater exposure from storm surges, and underside 
exposure saltwater spray. 

 
(a) 

 
(b) 

Figure 1 – Hampton Roads Bridge Tunnel (a) approach span and (b) deterioration 

Assessment represents one of the key components of the broader framework of structural 
health monitoring and is essential to an overall mission of transportation sustainability, specifically 
infrastructure sustainability. Within the context of infrastructure preservation, assessment provides 
owners and infrastructure managers with a basis to make performance-based decisions and allocate 
resources. Integrated within the context of assessment is the ability to measure condition state and 
translate these observations into descriptions of behavior.  
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BACKGROUND AND LITERATURE REVIEW 

Basis of Structural Health Monitoring 
Structural health monitoring (SHM) provides a general framework for characterizing the 

performance of existing structures within their operational condition state. While the foundation 
of this foundation is sound, SHM has not gained sufficient traction in the transportation community 
for a number of reasons. Many of the reason attributed to the limited adoption of SHM include the 
slow rates of change of transportation structures, cost of SHM systems, expertise required to 
interpret data derived, longevity of monitoring systems, and challenges associated with resolving 
damage within large scale systems. SHM has existed for several years in various forms across 
multiple engineering disciplines [2] and has been likened to a human health management system 
[3], with well-person checkups, preventative intervention, and treatment/surgery being analogized 
to inspection, maintenance, and repair/retrofit, respectively. Over the years, a large body of 
research has been performed on condition assessment [4, 5] and SHM [6] of infrastructure with 
advances in novel technologies [7-9] and assessment techniques [10-12]. These advances 
illustrated that the body of knowledge in SHM has grown considerably over the past few decades, 
but a fundamental challenge that remains is the translation of measurable phenomena derived from 
full-scale physical systems into information that describes the system’s health and condition state. 

Structural Identification within SHM Framework 
Within this aforementioned SHM framework, numerical models, typically finite element 

models (FEM), are commonly used in collaboration with sensing to describe the behavior of 
structural systems. FEM has been used with great success to simulate structural response of 
idealized systems, but its approximate nature and simplifying assumptions coupled with 
uncertainties associated with boundary conditions and condition state inherently result in errors 
when describing existing structural systems [13]. Structural identification (St-ID) describes an 
approach that emphasizes correlation of the response characteristics between a model and 
experiment or measurement, providing a basis for using an updated FE model to characterize 
critical performance measures of existing structural systems. St-ID is the solution to an inverse 
problem and aims to minimize differences between analytical and experimental results. This 
solution is typically formulated as an optimization problem, with an objective of identifying the 
unknown or uncertain features within the problem space. Satisfactory correlation between the 
observed experimental behavior and the analytical results is critical, but equally essential is 
maintaining the physical significance of updated parameters [14]. For this purpose, setting up of 
an objective or cost function and selecting updating parameters are crucial steps in St-ID. The 
changes in these parameters are then determined iteratively and pushed to a minimum via an 
optimization algorithm. St-Id aims to bridge the gap between the model and the real system by 
developing reliable estimates of the performance and vulnerability through improved simulations. 

In many St-ID scenarios a cost function is developed and defined in terms of differences 
between numerical and experimental displacement fields. This function is then minimized on part 
of the system boundary in an iterative manner, for example by changing the material parameters 
and boundary conditions. Given a unique set of system geometry, material parameters, traction 
and displacement boundary conditions, the displacement and deformation response of a system is 
also unique. Hence, assuming the system geometry and boundary conditions are correctly 
replicated in the Finite Element (FE) model, convergence between numerical and experimental 
displacement fields is achieved only when the constitutive parameters approach their true values. 
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Examples of this optimization concept are available across numerous fields, but representative St-
ID examples are available in the literature [15-17]. Within the context of in-service infrastructure 
systems, St-ID provides a pathway by which the operational response characteristics of a system 
can be used to characterize performance of the system within its environment. 

Vision-Based Sensing 
A basic step in a SHM framework involves measuring the behavior of the structure, usually in 

the form of deflections, strains or accelerations. This work focuses primarily on the measurement 
of deformations using a specific vision-based sensing modality, digital image correlation (DIC). 
While other techniques could provide representative measurements, DIC provides a unique output, 
namely full-field measurement, which aligns directly with the full-field results derived from FEA. 
This presents a unique capability for full-field St-ID that cannot be realized with other 
measurement approaches.  

Digital Image Correlation 
The ability to measure deformation is vital to the field of engineering mechanics; however, 

historical practice has often been limited to localized deformation measurement tools such as strain 
gauges, linear variable displacement transducers and vibrating wire gauges [18-20]. While these 
measurement techniques have been used extensively in SHM and St-ID in the past, recent advances 
in photogrammetric and image-based measurement techniques [21-23] provide an alternative 
strategy for describing structural response and characterizing deformations [24]. These image-
based techniques have shown great promise for describing the behavior [25-31] and condition state 
[5, 32, 33] of civil infrastructure systems due to their non-contact nature, relative ease of 
deployment, and recent improvement of imaging technologies. 

 DIC extends the principles of photogrammetry and can be described as a full-field non-contact 
surface measurement technique that utilizes image correlation and tracking techniques on a series 
of sequential images to describe in-plane deformation, and movement of a specimen subjected to 
loading [34]. Surface displacement data, which can be transformed into strain via post-processing, 
is derived by comparing sequential pairs of digital images taken before and after the deformation. 
Images can be derived from a variety of sources (e.g. CCD, DSLR, etc.) with the choice of camera 
and lens configuration influenced by factors such as camera noise, lighting, acquisition speed, and 
geometric relationships between area of interest and field of view. Figure 2, provides a basic 
schematic of the DIC concept. This approach can be performed in two dimensions using a single 
camera to provide in-plane deformation or in three dimensions using stereo-paired cameras to 
provide in-plane and out-of-plane deformations.  Additionally, recent advances in imaging has 
enable the measurement of 3D dynamic response using the same technique. A comprehensive 
treatment of DIC is available in the literature and not presented here. 
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Figure 2 – Schematic of Digital Image Correlation 

 

PROJECT SCOPE 

Historically, much of the assessment strategies used to define performance have relied heavily 
on visual inspection as the standard method to characterize condition state, but research has shown 
that visual inspections yield results that are subjective and somewhat unreliable. Additionally, 
these condition characterization approaches only provide a description of damage, but do not link 
to performance. On the other front of evaluation, there has been a major push in the area of sensing 
techniques and sensors, but these advances have also not succeeded in bridging the gap between 
measurement and performance. In recent years, there have been significant advances in the field 
of vision-based sensing [35]. While traditional visual assessment has a number of limitations when 
used in a subjective manner, vision as a quantitative tool has a number benefits for assessment 
including: 

•! vision-based assessment is a non-contact technique that requires limited access; 
•! vision-based assessment is also non-invasive, not requiring physical instrumentation; 
•! advances in vision-based measurement is able to describe; 
•! quantitative vision-based techniques align with historical practices of qualitative vision-

based inspection; 
•! condition and behavior features can be linked over time scales 

This investigation explored a novel concept that leverage advances in vision-based assessment to 
develop and approach for integration into the domain of structural health monitoring. This work 
aligns with a thrust in the emerging area of image-based structural health monitoring (iSHM) and 
offers the potential for a low-cost high impact assessment technique for characterizing the 
operational response of existing structures (i.e. bridge, culverts, and ancillary structures) with 
minimal service disruption and without the need for extensive instrumentation and monitoring 
equipment. Within the scope of this work, the capabilities of vision-based deformation 
measurement approaches for describing condition state, system behavior, damage identification, 
and model updating were evaluated. A basic schematic of the vision-based St-ID framework is 
illustrated in Figure 3. 
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Figure 3 – Overview of Proposed Vision-Based St-ID 

 

RESEARCH APPROACH 

The research approach leveraged a small scale experimental program to evaluate the feasibility of 
leveraging 3D-DIC in a St-ID/SHM framework. This work has been presented in other publication 
formats and more detail is available in these publications [36-39]; however, only a subset of these 
findings are presented in this report. 

EXPERIMENTAL INVESTIGATION 

The experimental program included to a laboratory scale investigation of a representative steel 
beam subjected to various loading and boundary conditions, and these experiments were aimed at 
evaluating the feasibility of vision-based St-ID at the structural member scale. The configurations 
used in this investigation are illustrated schematically in Figure 4 and can be described as:  

•! Configuration 1 (CF1): structural component simply supported subjected to concentrated 
load at midspan (Figure 4b). 

•! Configuration 2 (CF2): structural component simply supported under four-point loading 
with paired concentrated loads around midspan (Figure 4c). 

•! Configuration 3 (CF3): structural component with simple and partial support restraints 
subjected to a concentrated load at midspan (Figure 4d). 
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Figure 4 - Schematic of the steel beam (a) loading and boundary conditions used during 

experimental testing (b) Configuration 1 (c) Configuration 2 (d) Configuration 3 

 
The restraint configurations illustrated in Figure 4 were intended to mimic idealized boundary 

and loading conditions and provide a basis for characterizing the differences these idealized 
conditions and real systems. Figure 5 shows the actual boundary and loading fixtures used in 
experimental set up for different configurations. 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Figure 5 - Boundary and loading fixtures (a) different supports used in the tested 
configurations (b) supports used for the first configuration (c) supports used for the second 

configuration (d) support used for the third configuration 

 

Experimental Setup 
The experimental program consisted of a series of loading cycles within the elastic range 

(,-./01= 50 ksi) of a wide-flange hot-rolled structural steel beam (ASTM A992 W10x22). The 172 
in. long beam was tested in the Structures Laboratory at the University of Virginia and configured 
for strong-axis bending. The beam was instrumented with Bridge Diagnostic Inc. (BDI) sensors at 
both midspan and support locations to provide a comparison between traditional SHM sensing 
modalities and those derived from the 3D-DIC measurements (Correlated Solutions VIC-3D) at 
the same locations. Figure 6 provides a basic illustration of the experimental setup and 
instrumentation along with the DIC setup used during testing. Details on the DIC setup are 
described in more detail in the following sections. 
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(c) 

 
Figure 6 - Experimental setup (a) MTS software, actuator, beam setup and DIC software; 

(b) 6 camera setup (3 systems or 3 camera pairs) 1 pair at midspan (8 mm lens) and 1 pair at 
each support (12 mm lens) (c) DIC and instrumentation configuration 

 

3D-DIC Setup 
Three sets of two stereo-paired digital cameras (Point Grey Grasshopper 2.0) were used to evaluate 
the midspan (Schneider 8 mm lens) and two end span (Schneider 12 mm lenses) locations. The 
camera systems utilized different lens configurations due to the physical constraints of the load 
frame location relative to the test specimen. Each camera had a 5-megapixel charge coupled device 
(CCD) image sensor with a resolution of 2448 # 2048. The image sensor for this camera was 2/3” 
format with dimensions of 0.35” # 0.26”, which accounted for a pixel size of 1.36#10-4 inch. The 
camera was connected to a C-mount optical lens and the acquired data was communicated to the 
control PC through FireWire cables. To accommodate the specimen within the field of view of 
cameras with the highest resolution, the design on the imaging setup was achieved by considering 
the geometrical restraints of the laboratory space (maximum available space from cameras to the 
beam was about 50 inches) as well as the available optical lenses. Using 12 mm lenses for the end 
locations and 8 mm lenses for the middle location, the distance of the camera from the beam was 
calculated using Equation 1, where w/h is the sensor width/height, W/H is the field of view 
width/height, d is the distance to the object, and f is the focal length (Figure 7). Using the 
dimensions of the speckled region (24” # 9.5”) and leaving a space of at least one inch around 
each side of the region to accommodate deformations to be captured, the 8mm and 12mm lenses 
had to be placed at about 23.5” and 35” from the specimen (Figure 6), respectively, to produce 
comparable fields of view. The end and midspan locations were patterned over the full depth of 
the beam web over a 24 in. width, with the pattern created by applying a flat white paint base coat, 
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followed by random speckle pattern with a permanent marker (Figure 8b). To achieve a high spatial 
resolution of during the analysis while at the same time being large enough to be resolved in the 
images, the pattern had an average speckle size of 0.08 inch, which corresponds to approximately 
8 pixels in the captured images. For the pixel tracking process in DIC, the area of interest on the 
speckle pattern was split into rectangular windows or “subsets” and unique patterns of speckles 
were available within each subset to allow for tracking in subsequent frames. The patterns in the 
subsets were tracked on a grid of a specific “step” size, which dictated the spatial resolution of the 
calculated points. To achieve a fine grid of unique patterns in subsets, the selection of the subset 
size was achieved through direct experimentation and a square subset of 35 pixels at a step of 7 
pixels was selected. 

The DIC data acquisition (DAQ) integrated output signals (load and displacement) from MTS 
actuators and controller to allow for simultaneous acquisition of load, displacement, and images. 
The BDI DAQ system was not directly linked, but was synchronized manually at the start of each 
test. Figure 8 shows the basic geometric configuration of the 3D-DIC setups used in the 
experiments in addition to the basic post-processing characteristics of the DIC analysis. 
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Figure 7 - Diagram of the optical setup 
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(a) 
 

(b) 
Figure 8 - Camera configuration (a) DIC camera setup (b) Field of view, speckle pattern and 

subsets 
 

Loading regime 
For each of the configurations, the beam was loaded monotonically under displacement-

control, with the beam response kept within the elastic range. The loading sequence consisted of 
loading the beam to a displacement of 0.05 inch at a rate of 0.002 inch per second, followed by a 
two-cycle sinusoidal loading from 0.05 inch up to a peak displacement of 0.3 inch, and concluding 
with an unloading through the reverse of the initial loading sequence. The initial loading and final 
unloading occurred over a period of 50 seconds (25 seconds each), while the sinusoidal sequence 
occurred over a period of 500 seconds (250 seconds for each cycle). The BDI DAQ collected data 
during the loading sequence at 100 Hz while the DIC images were acquired at 2 Hz which resulted 
in 1,143 images. 

NUMERICAL SIMULATION 

As previously noted, St-ID requires the development of an initial numerical model that can be 
updated based on experimentally derived behavior results. In this investigation, finite element 
models of each loading/boundary condition scenario were developed in ABAQUS, a robust 
commercially available finite element software package. For each scenario, the steel beam was 
modeled using a total of 4,300 Continuum 3D hexahedral solid elements (C3D8) with full 
integration. The geometry was developed from standard section properties available within the 
AISC Manual of Steel Construction. The boundary supports were modeled as a series of springs 
(translational and rotational) to represent the deviation from ideal simple and fixed conditions and 
to allow for updating based on experimental measurements. A global view of the model of the 
steel beam is shown in Figure 9. With the model representing a relatively non-complex structural 
component, a dense mesh was not required; however, the mesh density was initially developed 
and later refined to allow for alignment with the coordinate system of the DIC results. It should be 
noted that ABAQUS allowed for the development of a direct interface with MATLAB, a multi-
paradigm numerical computing environment, which facilitated the iterative parameter 
optimization algorithm. 
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Figure 9 - Isometric view of representative finite element model of the steel beam 

(Configuration 1 shown) 

 
RESULTS 

DIC results versus reference sensors 
Results from the experimental program provided a basis for comparison of the 3D-DIC 

measurements with the mechanical sensors that are representative of those used in traditional 
structural testing and SHM applications. For the comparison, a virtual gauge was selected in the 
DIC system to allow for local strains to be measured within both the tension and compression 
regions of the cross-section as shown in Figure 8. The evolution of strains ("xx) at the two locations, 
A and B (Figure 10), along with the corresponding vertical deflection were extracted from DIC 
results. Similarly, results from the support locations were extracted from the DIC; however, for 
this location, only displacements were considered as the strains near the supports are relatively 
low. Figure 11 illustrates a comparison of the results of selected sensors for one of the experiments 
relative to corresponding BDI sensors. The results demonstrate that the measurement derived from 
both systems are comparable, but the DIC results exhibit a noisier response. This outcome is 
expected, but it should also be noted that the full-field measurement capability derived from DIC 
cannot be achieved with local sensing techniques and the full-field measurement provides a unique 
capability for a more robust St-ID strategy. During the experiments, the DIC measurement also 
provided a supplemental benefit to the investigation in that vertical deflections were measured at 
the support locations, which were previously assumed to be fixed in this direction. 



 

 18 

 
Figure 10 - Longitudinal (!xx) DIC strain !elds at the maximum load, t=150 sec, 

frame#300 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 11 - Comparison of results obtained from DIC and mechanical sensors (a) 
midspan strain; (b) midspan deflection; (c) right support deflection; (d) left support 

deflection 
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Structural identification using FEMU with DIC via hybrid optimization algorithm 
In the initial phase of this study [39], limited non-full-field data derived from DIC 

measurements were used in an FEMU scheme, but the sparse data used in the refinement was not 
sufficient for consistent model updating. However, DIC provides a rich data set for evaluation 
when compared to physical sensors and the full-field measurement derived from DIC provided a 
rational mechanism for performing multi-objective optimization for model updating.  

The initial FE models, developed in parallel with the experimental configurations, were 
updated using an optimization algorithm (Hybrid Genetic Algorithm (HGA)) to converge on 
predictions of the beam’s Young’s Modulus (Es) and support stiffness parameters (K1, K2, K3, K4). 
As illustrated in Figure 4, three scenarios were selected for model updating with variations in the 
restraint conditions and objective function parameters. The optimization algorithm developed in 
this investigation incorporated the features of a genetic algorithm and a gradient-based scheme to 
iterate on the unknown parameters.  

Definition of the objective function 
The identi!cation problem consists of the determination of structural parameters that minimize 

the difference between calculated data from a numerical model and a set of experimental data. In 
this research, the numerical model was a !nite element model with the same geometry and 
boundary conditions as the experimental setup. The identification leveraged a generalized cost 
function (Equation 2) to evaluate agreement between the numerical and experimental results. 

9 4
"
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;*.
<=> ? *.

/@A; Equation 2 

Where 9  is the cost function, *.
<=>  is the i-th information obtained with the numerical 

simulation,%*.
/@A  is the i-th information obtained with the set of experiments conducted and :. is 

a weight factor. In this study, the experimental data utilized for the de!nition of the cost function 
were the strain and displacement !elds; however, other measurement data could also have been 
included in the St-ID process.  

For comparison of the results from these two analyses, a common grid was required to ensure 
that the measurement/analysis locations were spatially equivalent. To achieve a common reference 
for comparison between the FEA and DIC results, it was necessary to interpolate the results from 
DIC grid over the FEA grid (or vice versa). The interpolation was performed using MATLAB and 
a general mesh grid was defined, with the spatially positioned results from FEM and DIC are 
interpolated onto the newly defined mesh. A bilinear interpolation algorithm was developed for 
this process, where interpolated values of the new grid were obtained based on the values of the 
four nearest neighbors forming a quad surrounding the interpolated point. Following the alignment 
of the experimental and numerical results onto a common grid, a !nal version of the cost function 
was formulated (Equation 3). 

9 4 B;CDD
EFGHCDD

IDJ;
CDD

IDJK. LM N B
;CDO

EFGHCDO
IDJ;

CDO
IDJK. LM N B;PDD

EFGHPDD
IDJ;

PDD
IDJK. LM  Equation 3 

where (@@
/@A# (@-

/@A%QR8%+-
/@A% represent the two components of the strain tensor and 

displacement, respectively that are extracted at a point S%of coordinates ).%at time t. The values 
(@@

<=># (@-
<=>%QR8%+-

<=>% represent the corresponding values computed from the finite element 
model. Data for three representative time frames, namely t=100, 150, 175 sec., were selected for 
evaluation using the proposed cost function and provided a basis for representation of different 
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stages of loading while maintaining a reasonable computational cost. It should be noted that 
additional loading steps (time steps) could be included to increase the robustness; however, these 
additional steps were not deemed necessary with the beam remaining in the elastic range during 
testing. 

Optimization Process- Hybrid Genetic Algorithm (HGA) 
The hybridized training algorithm adopted to minimize the cost function (Equation 3) and 

derive unknown parameters (Es, K1, K2, K3, K4) was based on the combination of a Genetic 
Algorithm (GA) and a gradient-based algorithm. Both the GA and gradient-based techniques are 
well-established optimization methods and have been used in numerous optimization problems 
[40]; however, previous literature has shown that for problems involving a large number of 
parameters, a combination of these two techniques yields superior optimization performance [41]. 
Figure 12 illustrates a basic flowchart of the HGA procedure adopted in this work.  

 
Figure 12 - Overview of the proposed Hybrid-Genetic Algorithm 

 
Table 1 shows the initial values selected within the feasible range (maximum and minimum 

values) used as the initial guess for the parameters in the HGA procedure. Table 2 presents three 
representative sets of training parameters used within the GA based on literature [42, 43]. For the 
parameters used in the algorithm, Npop represents initial population, Nelites represents population of 
elites which relate directly to the next generation, Nmut represents the population which are 
randomly selected for mutation, µ represents the probability rate of mutation, Npairs represents as 
selecting parents for mating, and iterations describe a stopping criteria for termination. The 
optimization process represents a trade-off between computational time and solution accuracy and 
the parameters selected in this study only represent three optimization scenarios selected for 
evaluation of the validity of the approach rather than convergence to the exact solution. A more 
extensive study on optimization was deemed beyond the scope of this work. 
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Table 1 - Initial, minimum and maximum values of the updating parameters 

Material 
parameter 

Es 
(ksi) 

K1 
(lb/in.) 

K2 
(lb/in.) 

K3 
(lb in./rad) 

K4 
(lb in./rad) 

Initial 25,000 70,000 70,000 2,000 2,000 
min 20,000 50,000 50,000 50 50 
max 40,000 150,0000 150,0000 5,000 5,000 

 
Table 2 - Parameters of the genetic algorithm (GA) for the three identi!cation tests for the 

first configuration 

GA Parameter 
Group (PG) 

Npop Nelites Nmut T Npairs Iterations 

A 10 1 2 0.04 7 40 
B 20 2 4 0.04 14 20 
C 50 4 8 0.04 28 20 

 

Solution Convergence 
Configuration 1 (CF1) was used to evaluate the performance and efficiency of the parameter 

groups presented in Table 2. Herein, performance represents the capability to converge to a rational 
solution of Es (assumed to be 29,000 ksi) at the global minima, with efficiency described by the 
time of solution. An illustration of the solution efficiency is shown in Figure 13, which highlights 
the evolution of the cost function as the parameters converge towards their optimal solution. As 
shown, the GA training was terminated in each case at 20 epochs where an obvious plateau in the 
cost function and parameters was observed. At this point, the gradient-based algorithm was 
initiated, which further minimized the cost function and resulted in convergence to the final 
solution. Table 3 includes the parameter results of the optimization solutions for this configuration. 
The results demonstrate that CF1B and CF1C both exhibit satisfactory performance when 
compared to CF1A, but the computational cost (solution time) for CF1C is much higher without a 
significant improvement in performance. It should be highlighted that CF1A does not approach a 
rational solution for Es and appears to be stuck at some local minima, highlighting the importance 
of the number of individuals (Npop) used in the first generation of the hybrid-optimization 
algorithm. 

Table 3 - Identified optimal parameters based on Hybrid Genetic Algorithm for different 
parameters of the GA for the first configuration 

Configuration/ 
PG 

Es 
(ksi) 

K1 
(lb/in.) 

K2 
(lb/in.) 

K3 
(lb in./rad) 

K4 
(lb in./rad) 

Solution time 
(Hour) 

CF1A 27,488 92,551 90,165 125 188 20 
CF1B 29,100 97,416 90,020 80 54 20 
CF1C 29,244 98,018 88,000 55 66 50 

 
As noted convergence for each of the final parameter selections manifested as a plateau in each 

parameter. For the modulus of elasticity parameter, the rational solution for steel provided a 
reference for comparison; however, for the restraint conditions no such comparison was available. 
To evaluate the final parameters for the boundary restraints, a limited convergence study was 



 

 22 

performed to correlate the degree of model restraint relative to the idealized solution. For the pin-
roller condition, the expectation was zero rotational restraint and infinite vertical restraint, whereas 
the expectation for the fixed condition maintained that same vertical restraint, but included infinite 
rotational restraint.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 13 - Evolution of unknown parameter convergence versus iterations for CF1B (a) 
Cost Function (b) Modulus of Elasticity (c) !U# !M%(d) !V# !W 

 
The boundary condition convergence study used the finite element model of the test beam with 

the boundary restraint stiffness values parameterized. Using the model, the values of the boundary 
restraints (e.g. K1 /K2 and K3/ K4) were varied iteratively to establish the upper and lower bounds 
of the restraint stiffness required to mimic the idealized solutions (i.e. simple and fixed conditions). 
This idealized solution was realized when the selected degree of freedom converged to a plateau, 
indicating additional restraint stiffness does not yield additional restraint resistance. The resulting 
convergence study demonstrated that a fixed vertical restraint stiffness equated to 5,000 lb/in, 
whereas full rotational restraint equated to 250,000 lb in./rad. With the rationality of the optimized 
parameters established, it was determined that the parameter group B yielded the most efficient 
optimization solution and was selected for evaluation of the other two configurations (CF2 and 
CF3). Using this parameter group, the !nal identi!ed parameters are presented in Table 4 for all 
three test configurations. 
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Table 4 - Identified optimal parameters for different configurations for group B set of 
parameters of the GA 

Configuration/ 
PG 

Es 
(ksi) 

K1 
(lb/in.) 

K2 
(lb/in.) 

K3 
(lb in./rad) 

K4 
(lb in./rad) 

CF1B 29,100 97,416 90,020 80 54 
CF2B 29,411 98,001 92,445 81 74 
CF3B 30,049 148,7774 147,8891 241 1,800 

 

A comparison between the full-field contours of the DIC and the updated FE model are 
presented in Figure 14 and Figure 15 for the midspan and support locations, respectively for CF1B. 
Figure 14 illustrates a comparison of the longitudinal strain (!xx), shear strain (!xy), and vertical 
deflection ("y). From this comparison, it is evident that the updated model is able to reproduce the 
responses derived from the experiment as illustrated by the minimal error exhibited within the area 
of interest.  It should be noted that the localized errors in the longitudinal strain contours are 
associated with local stress concentrations that occur on the top of the beam at the location of the 
load application. Figure 15 illustrates a comparison of the deflections for the two end locations. It 
is also notable that while the vertical deflection right above the supports were initially expected to 
be zero, some support settlement can be seen in the results. Similar to the midspan location, the 
error between the DIC measurement and updated model is minimal across the area of interest. 
Similar results were derived for CF2B and CF3B, but are not included in this report for brevity. 

 
Figure 14 - Contour plots of the experimental strain !elds, the numerical strain !elds and 

their absolute difference for the middle span for the components (@@# (@-#+-%at t=150 sec for 
CF1B  
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Figure 15 - Contour plots of the experimental strain !elds, the numerical strain !elds and 

their absolute difference for the component +- (first row for left support and second row for 
right support) at t=150 sec for CF1B  

 

Performance of Updated FE Model 
To evaluate the efficiency of the identi!cation procedure, the performance of the model before 

and after updating were compared to the results derived from the experiments. For this evaluation, 
two points of interest for CF1B were selected for comparison, namely points A and B which were 
previously illustrated in Figure 10. The temporal evolution of the longitudinal strain both before 
and after the updating process are shown in Figure 16a and Figure 16b, respectively. Comparing 
the results from the updated model with those derived from the DIC measurements demonstrate 
the success of the identification procedure, in that the revised strain response now tracks along 
with those derived from the experiment. It can be seen that the evolution of local strain is correctly 
described over the entire loading sequence, with comparable magnitudes and falls within about 
8% error window of the measured response. Similar results were derived for CF2B and CF3B, but 
are not included in this report for brevity. 
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(a) 

 
(b) 

Figure 16 - Comparison of the evolution of the longitudinal strains "xx for CFB1 between 
the numerically computed values and the values obtained using DIC at points A-B shown in 

fig. 8, for (a) before model updating, (b) after updating 

 

CONCLUSION 

This report presents the results of a study on structural identi!cation to identify the material 
properties and boundary conditions using full !eld measurements derived from 3D digital image 
correlation (3D-DIC). The outcomes demonstrate that full-field measurement techniques are 
sufficiently robust for use within a St-ID framework for SHM. This report describes the core 
components of the proposed full-field St-ID process including the experimental setup, numerical 
model development, creation of common reference plan, and model updating. Based on the 
findings of this primarily laboratory study, the following conclusions can be drawn: 

•! The St-ID results obtained in this work suggest that image-based measurements sensing 
using 3D-DIC can be successfully used as an alternative to physical in-place sensors 
for characterizing the response of large scale structural systems. Overall, the excellent 
agreement of the strain and displacement responses achieved after the completion of 
the updating process confirmed the efficacy of the proposed identification method. The 
observed advantage in the developed full-field approach is expected to enable to use of 
a reduced sensor suite for St-ID as the rich data derive across the surface is more 
informative than a local sensing approach. 

•! Features observed using 3D-DIC are available in post-processing, allowing for the 
identification of unforeseen behavior. In this work, support deflections were identified 
from the 3D-DIC measurements and would have gone unmeasured using a traditional 
sensing if this response was not expected a priori. 

•! The spatial correspondence between the DIC measurements and finite element 
simulation results provides a basis for further identification of highly localized features 
that may not present in local sensor measurements. An example of this phenomena was 
present when evaluating the local strain concentrations that manifested at the location 
of the load application.  
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RECOMMENDATIONS AND FUTURE WORK 

Based on the outcomes of this study, the it is evident that there is great potential for leveraging 
3D-DIC as a tool for efficient St-ID.  The study evaluated the feasibility of this technique using a 
limited experimental program. Future work in this area should evaluate the robustness of the 
proposed framework on more complex structural systems. This complexity should include large 
scale structural systems with more complex load sharing characteristic, variations in materials used 
and additional uncertainty in the condition state and boundary conditions. During this study, the 
project team also explored the potential for enhancing the robustness of identification of unknown 
parameters by incorporating measurable damage features into the framework.  This extension 
provides a pathway for future work in the area of identification of unseen damage using the same 
basic St-ID approach.  
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