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Executive Summary 

Charging infrastructure has a significant effect on consumer adoption of electric vehicles 

(EVs). It is generally accepted that the relative attractiveness of EVs and other alternative fuel 

vehicles depends on several factors. These include up-front cost; operating costs, including fuel 

(electricity) and maintenance; range; refueling/recharging time; the availability of refueling 

infrastructure; environmental impacts; and government incentives. In the case of EVs, many of 

these factors are determined by the charging infrastructure: the number, type, locations, and 

pricing of charging stations. Previous research has generally indicated that to make plug-in 

electric vehicles (PEVs) more attractive to consumers, we should make charging opportunities 

ubiquitous, fast, and inexpensive. 

The goal of this work was to establish a foundation for the data-driven prioritization of 

investments in direct current fast charging (DCFC) infrastructure along Washington’s highways. 

The central question to be addressed in this work was: Where should Washington’s DCFC 

system be expanded to ensure that current and future EV owners can travel safely over long 

distances without running out of charge? This project provided some initial answers and lays the 

groundwork for deeper investigations that will require the integration of several lines of research.  

The number of plug-in hybrid electric vehicles (PHEVs) and battery electric vehicles 

(BEVs) registered in Washington increased by 70 percent between mid-2014 and the end of 

2015. If Washington is to continue its EV leadership and achieve Governor Inslee’s goal of 

50,000 plug-in vehicles on the road by 2020, it will need to further increase EV adoption. 

Therefore, it is important to know which factors influence the adoption of EVs among residents 

of Washington. In this study, we sought to estimate the expected rates of EV adoption based on 

residents’ demographics in each ZIP code and examined qualitatively whether there is a 
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relationship between EV adoption rates in zip codes in Washington state and the number of 

nearby DCFC charging infrastructures. First, we needed the number of EVs registered by each 

zip code, which was provided by the Washington State Department of Licensing and Department 

of Transportation. To set up a model based on residents’ demographics, we used U.S. Census 

data.  

To examine this relationship in Washington state, the expected adoption rate of EVs in 

each zip code was estimated by using a zero-inflated negative binomial model and then 

compared with the current adoption rate of EVs. The difference between expected and actual 

number of EVs in each zip code was then examined to determine whether it corresponded to the 

density of current DC fast charging stations in that zip code or adjacent zip codes. 

Results showed that in the northern and eastern parts of the state there are few DCFC 

charging stations and also lower than expected EV adoption rates. In contrast, the western part of 

the state showed higher EV adoption than predicted based on sociodemographic characteristics, 

along with a much greater concentration of DCFC stations. 

The final outcome of this project is a foundation for subsequent work on designing 

recharging networks and prioritizing public investments in DCFC in Washington.  

 

 



 
 
 
 
 
 

1 

Chapter 1  Introduction and Literature Review 

With advances in technology, data collection methods for transportation-related studies 

have expanded. Data sets collected from smartphone navigation apps and GPS devices have 

opened a new window into travel behavior. Because of the extensive coverage of cellular 

networks, using smartphones to collect data about traffic and travel behavior is becoming a more 

cost-effective method of data collection than using loop detectors and surveys (1). Previously, 

GPS data have been used to measure traffic flow speed (1), perform transit analysis (2), and 

estimate travel patterns (origin-destination flows) (3, 4). 

One of the areas in which this type of data can be useful is predicting the optimal 

locations of charging infrastructure for plug-in electric vehicles (PEVs). Because of the specific 

characteristics of PEVs, including limited and uncertain range, the high costs of charging 

infrastructure, and time-consuming charging events, the locations of charging stations influence 

PEV adoption and reliability.  

Beyond location factors alone, the time required to “refuel” a PEV also influences user 

behavior. Direct current fast charging (DCFC) enables users to charge their vehicle in less than 

an hour (5), a significantly shorter time than with level 1 and level 2 chargers. Hidrue et al. (6) 

showed that people value less time-consuming options for charging their PEVs. Therefore, 

increased DCFC infrastructure investments are essential to make PEVs attractive and PEV travel 

reliable, and to enable drivers to satisfy their desire for long-distance trips. However, high capital 

and fixed costs and low utilization of DCFC stations  make such stations an unattractive 

investment. Therefore, it is crucial to find the appropriate locations for such investments, to serve 
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as many people as possible while maintaining equitable and reliable access to public charging for 

PEV users. 

Nicholas et al. (7) noted that “The demand for charging is derived from the demand for 

plug-in vehicles (PEVs) and from the travel patterns expected for these vehicles.” Studying the 

travel behavior of current and future PEV users can identify appropriate locations for DC fast 

charging infrastructures. Using GPS data, we can understand the types of long-distance trips that 

travelers (whatever their vehicle‘s powertrain) make. Then, on the basis of that, we can estimate 

the highest value locations for DC fast charging stations to enable PEV users to meet their travel 

needs without having to make major changes in them. 

Even though GPS data provide us with solid information about traveler behavior, they 

need to go through a cleaning and calibration process before they can be used for further analysis 

and decision making. Some of the issues with raw GPS data are as follows: 

● Not everyone uses GPS devices or navigation application while travelling. 

● People may use GPS devices only for a portion of their trips. 

● In areas with a weak signal, some trips may be missing or interrupted. 

In order to use these data correctly, cleaning and calibrating the data accurately becomes 

crucial. Cleaning the data includes devising rules to address missing data and interruptions when 

they occur. Calibrating the data means adjusting the sample data to represent real travel patterns 

and control for differences in representativeness. However, a lack of supplementary information 

and ground-truth data is one of the major barriers to accurately calibrating GPS data.  

In this report, we discuss the progress we made in calibrating and using GPS data for 

identifying high value locations for DC fast charging stations and modeling electric vehicle (EV) 

adoption rates at the ZIP code level. First, INRIX (8) provided us with one month of data on trips 
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that started or ended in Washington state, including time, date, and coordinates of origin, 

destination, and waypoints along the route. This report presents the methodology and results for 

data cleaning, trip identification, and adjusting trip counts using a statewide gravity model to fill 

in gaps in demand for origins and destinations for which no trips were observed by INRIX. 
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Chapter 2  Methodology and Results 

 

2.1 Data Cleaning and Trip Identification 

One of the challenges of using GPS data, particularly for analyzing long-distance travel 

patterns, is trip identification. The presence of short stops within the dataset is one of the issues 

that must be addressed. To do this, we must first decide whether two consecutive trips of a user 

are actually two different trips or whether they are part of one longer trip (8). We found in the 

literature that using rule-based algorithms is the most common way of identifying trips and 

making decisions about the stops (8). For example, Wolf (9) used the dwell time of the stop as a 

rule to decide whether a trip actually ended or was part of a longer trip.  

In addition to short stops, signal loss is another issue that must be addressed in the 

identification stage (8). Tsui and Shalabi (10) discussed different types of signal loss based on 

the length and type of trip. On the basis of the data sets, time and distance thresholds must be 

assumed to determine whether or not signal loss between two consecutive trips happened. 

To identify trips, two rules are necessary to decide whether two consecutive trips should 

be merged: 1) time threshold and 2) distance threshold. If both time and distance gaps between 

two consecutive trips of a user are small, there is a high likelihood that there is an interruption in 

signal. If so, we can assume that the two trips are actually part of one longer trip and neglect the 

gap. However, if these gaps are large for two consecutive trips, it means that the GPS device was 

off or interrupted for a long time. Since we do not have any information about stops and routes 

taken in between two trips, we must treat them as two different trips. If we have full GPS 

information but a time gap between two trips, it means that there was a stop between the trips 

and, depending on the length of the stop, we should decide whether to treat them as two different 

trips or as one long trip. 
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To determine the rules, we looked at the distribution of time and distance gaps between 

consecutive trips of a single user within our data. Given that we were ultimately interested in 

long distance trips of PEVs, we decided to be more flexible in choosing the time thresholds. The 

majority of the dwell times at stops were less than 15 minutes before the user started the second 

part of the trip. Assuming that if the driver’s trip exceeded the range of the vehicle for a PEV, 

s/he would probably need to charge the vehicle, and since 15 minutes is not enough time to 

charge a PEV, we decided to use a threshold of 15 minutes to merge the trips with the stops 

between them. For the distance threshold, we decided that two consecutive trips needed to be 

less than 10 km apart to consider them part of a longer trip. For distance, ideally, we did not 

expect to see any distance gap between the ending and starting location of two consecutive trips. 

If we observed a distance gap, it meant that some portion or a whole trip was not recorded. If this 

gap exceeded 10 km, the uncertainty about the routes taken would be higher, and the trips would 

be treated as different trips.  

In the one month of data from INRIX, 1,298,017 trips were connected to a device ID, 

which allowed for sequential trips to be identified. Out of those, 85,495 consecutive trips had 

time and distance gaps below the threshold of 15 minutes and 10 km and were therefore 

consolidated into longer trips. After these trips were joined and other trips were removed that had 

either their origin or destination outside of Washington, 846,632 trips remained in our data set.  

2.2 Adjusting Trip Counts Using a Statewide Gravity Model 

Washington state has 598 standard zip codes and therefore 357,604 OD pairs. As 

expected, for many of the ODs we had zero observations, which means that no trips were 

recorded between that origin and destination in our data. Even with a full month of trips from 

INRIX, there were still 330,258 zip code pairs for which no trip was recorded. However, 
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observing zero trips does not mean that there is no demand for travel between a pair of zip codes; 

it simply means the demand is low and no trips were observed in the INRIX data set. Therefore, 

we decided to model the expected trip counts for OD pairs by using a gravity model based on the 

attractiveness of the destinations, productiveness of the origins, and the travel time between the 

origin and destination, along with a representativeness factor based on origin and destination 

counties. The logic behind incorporating a representativeness factor was that GPS data are not 

unbiased. The data collection was skewed toward regions where the adoption rate of navigation 

apps was higher. Also, no data were available on how representative the GPS samples were of 

the actual population. With the county representativeness factor, we  aimed to capture some of 

these biases.  

The gravity model is a simple method for calculating the number of trips, Tij, happening 

between two zones based on Newton’s gravitational law. The simplest form of the gravity model 

is as follows (11): 

Tij = COiDjf(cij)               (2.1) 

In this function, C is a balancing factor, Oi is the measure of attractiveness of origin zone 

i, and Dj is the measure of attractiveness for destination zone j. f(cij) is a cost function that is 

usually the function of distance or travel time. For this function, it was assumed that total trips 

attracted to a zone could be a measure of the attractiveness of that zone and total trips produced 

at a zone could be measure of the productiveness of that zone.  

To determine the expected number of trips between ODs based on the number of trips 

presented in the data, we used a count model. Because the data set did not provide information 

on the home location of each trip, we  could not know whether a given trip was a departure or 
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return trip. Therefore, among trips happening between OD pairs, we had both departure and 

return trips. To capture that, we modified the above gravity model to the following: 

                    

                                   (2.2) 

 

where 

Tijnm: Number of trips starting from zip code i in county m and ending in zip code j in 

county n 

Popim : Population of zip code i in county m 

Popjn : Population of zip code j in county n 

TTijmn: Travel time between zip code i in county m and zip code j in county m 

𝛼: Origin population coefficient 

𝛽: Destination population coefficient 

𝛾: Travel time coefficient 

𝜌: Representativeness factor, which is specific for each home county 

The first term of equation (2.2) represents trips departing from zip code i and traveling to 

zip code j, and the second term represents trips returning to zip code j after previously traveling 

from j to i. The representativeness factor is based on origin county (home county). In this model, 

we used travel time between ODs as our cost measure.To measure travel time between OD pairs 

we used the Google Distance Matrix API. For some of the zip codes, there was no driving option 

(e.g., zip codes in the middle of national parks or forests, etc); these observations were dropped 

from the modeling process.  

We assumed that the trip counts between zip codes could be modeled with a negative 

binomial regression model. However, because our model was nonlinear (equation 2.2), we could 
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not use many estimation software packages. We estimated the parameters by using an 

optimization algorithm to maximize the log-likelihood. The log-likelihood for nonlinear negative 

binomial models is as follows (16): 

 

       (2.3) 

In the above equation, Γ(.) is gamma function and 𝜙 is dispersion parameter for the 

gamma distribution that will be estimated. yi is the dependent variable for observation i, μi is the 

expected value of yi (16).  We used a genetic algorithm to find the unknown parameters of the 

model and 𝜙. 

The results of parameter estimates were as shown in table 2.1. 

 

Table 2.1 Estimated values for parameters 

Parameters Estimated value 

𝛼(origin parameter) 0.97 

𝛽(destination parameter) 0.35 

𝛾(travel time parameter) 2.801 
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The results for county representativeness factors are shown in table 2.2. 

 

Table 2.2 Estimated county representativeness factors 

County 𝝆 County 𝝆 County 𝝆 County 𝝆 

Adams  0.4069 Franklin 0.1432 Lewis 0.1312 Snohomish 0.1124 

Asotin  0.2615 Garfield 0.0297 Lincoln 0.2326 Spokane 0.2553 

Benton  0.1314 Grant 0.2601 Mason 0.1910 Stevens 0.3101 

Chelan  0.3781 Grays 0.3859 Okanogan 0.3892 Thurston 0.2429 

Clallam  0.0496 Island 0.4350 Pacific 0.4871 Wahkiakum 0.3001 

Clark  0.0635 Jefferson 0.2064 Pend Oreille 0.6041 Walla 

Walla 

0.2931 

Columbia 0.0222 King 0.1901 Pierce 0.1073 Whatcom 0.2617 

Cowlitz 0.1375 Kitsap 0.4868 San Juan 0.3312 Whitman 0.3510 

Douglas 0.3058 Kittitas 0.1867 Skagit 0.2690 Yakima 0.4911 

Ferry 0.0262 Klickitat 0.3715 Skamania 0.6370   

 

Figure 2.1 shows the relationships of observed counts and fitted counts. 
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Figure 2.1 Log of observed counts from data vs. log of estimated values from nonlinear 

negative binomial count model. 
  

In the estimated values, we no longer had zero counts, which helped with calibration 

(because if the counts were zero, the calibrated counts would be zero as well). Also, because we 

estimated representativeness factors, we captured some of the biases due to underrepresented 

areas and differing rates of adoption of mobile devices in different regions of the state.  
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2.3 Calibrating Data 

The method we used to calibrate the data was called iterative screenline fitting (ISF) or 

matrix partitioning. This method uses traffic counts to derive an expansion factor to address 

systematic biases in the data (17). This method does not require network assignment, which was 

advantageous because using another model (for network assignment) would have required 

another set of assumptions, introducing additional errors (17).  

To implement this method we needed to identify a screenline or screenlines. We started 

by dividing Washington state into two sub-regions with one screenline, as can be seen in figure 

2.2. 

 

 
Figure 2.2 Snapshot of Washington state zip codes and a screenline for calibration 

 
  



 
 
 
 
 
 

13 

It was important that the screenline followed the geographical border of the studies’ 

zones. Therefore, we followed zip code borders. We used AADT traffic counts where road 

networks crossed the screenline. Then we compared the sum of counts along the screenline with 

the number of trips in the OD matrix. By dividing the sum of the screenline counts by the total 

observed trips from one sub-region to the other, we were able to calculate the expansion factor. If 

we had had multiple screenlines, different expansion factors from each screen line would have 

disagreed with each other. To address this issue, we iterated on expansion factors for individual 

OD pairs to get values stabilized to the values that minimized errors versus screenline counts 

(17). Here, we used one screenline mainly because we had an OD matrix from INRIX data that 

showed travel behavior, but in a smaller order of magnitude, and we needed to expand the data. 

Adding more screenlines would have complicated the calculations and would not have 

guaranteed smaller errors. Calibrated counts calculated as follows: 

 

                                    (2.4) 

 

In the above equation, ϑ is the calibration factor, Tijmn is trip counts from the gravity 

model, and T’ijmn is the calibrated trip count from zip code i in county m to zip code j to county 

n. 

2.4 EV OD Matrix 

After estimating and calibrating the OD matrix for trips happening in Washington state, 

we expanded the analysis to estimate the potential demand for EV trips if EVs were 

unconstrained by charging. We calculated the EV OD matrix as follows: 
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                                                          (2.5) 

 

where tijnm is the number of EV trips from zip code i in county m to zip code j in county n. T’ijmn 

is the number of calibrated car trips from zip code i in county m to zip code j in county n.  EVi is 

the number of EVs, and Carsi is the total number of cars registered in ZIP code i. 

2.5 Visualization Tool 

To better understand travel patterns and high value location for charging infrastructures, 

using Tableau® software, we developed an interactive map. Two snapshots of the map can be 

seen in figure 2.3. The purpose of this map is to show where the traffic was coming from and 

going to for each segment of the road. For example, the top right panel in figure 2.3 shows where 

the traffic passing a selected point was coming from or going to, as a subset of all the trips 

observed in the top left panel. The lower panel displays the traffic count for the segment. A 

working draft of the tool can be found here: 

https://public.tableau.com/profile/parasto.jabbari#!/vizhome/EVODs/MonthlyEVTripsVisualizat

ion  

  

 

https://public.tableau.com/profile/parasto.jabbari#!/vizhome/EVODs/MonthlyEVTripsVisualization
https://public.tableau.com/profile/parasto.jabbari#!/vizhome/EVODs/MonthlyEVTripsVisualization
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Figure 2.3 Snapshot of statewide visualization tool 

 

2.6 Adoption Model 

The number of plug-in hybrid electric vehicles (PHEVs) and battery electric vehicles 

(BEVs) registered in Washington increased by 70 percent between mid-2014 and the end of 

2015. If Washington is to continue its EV leadership and achieve Governor Inslee’s goal of 

50,000 plug-in vehicles on the road by 2020, it will need to further increase EV adoption. 

Therefore, it is important to know which factors influence the adoption of EVs among residents 

of Washington.  

This section describes how we estimated the expected rates of EV adoption based on 

residents’ demographics in each ZIP code and examined qualitatively whether there is a 

relationship between EV adoption rates of zip codes in Washington state and the number of 

nearby DCFC charging infrastructures. First, we needed the number of EVs registered by each 

zip code, which was provided by the Washington State Department of Licensing and Department 
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of Transportation. To set up a model based on residents’ demographics, we used U.S. Census 

data (18). The data included socio-economic characteristics of households (e.g., employment per 

household) or individuals (e.g., percentage of residents with a bachelor degree or higher) in each 

zip code, as well as the geographical attributes (e.g., area) of each zip code. For further study, the 

geographic coordinates of DCFC stations were obtained from the U.S. Department of Energy’s 

Alternative Fuels Data Center (19). 

To estimate the expected rate of EV adoption in each zip code, we used a zero-inflated 

count model, allowing for spatial correlation among contiguous zip codes. Thus, we estimated a 

logit model for the probability of EV adoption being zero/not zero in each zip code, and a count 

model for the EV adoption rate in zip codes with non-zero adoption. 

In spatial models, as shown in equation 2.6, the error term was assumed to be made up of 

a spatially weighted errors vector (λW*ε), as well as a vector of independent and identically 

distributed (IID) errors, u. 

         

                

           (2.6)                                                                                 

  

To model spatial correlation, neighborhoods had to be defined among the study areas. 

Using a binary neighbors criterion, in which regions were either listed as neighbors or not, the 

function created an n-by-n weights matrix with values given by the coding scheme style chosen. 

Here, we used a 0/1 coding scheme to define neighbors as 1 and otherwise as 0. Two areas are 

often considered neighbors if they share a common boundary. Here, a queen adjacency criterion 

was used, i.e., two areas were considered neighbors if they shared at least a point along their 

borders. Figure 2.4 shows the queen adjacency criterion in comparison with other types. 
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Figure 2.4 Adjacency criteria 

The final model set up by R-INLA is presented in table 2.3. The dependent variable is the 

number of EVs registered in the zip code. 

As indicated in table 2.3, all the predictors had a statistically significant relationship to 

the response variable. In general, we found that the EV adoption rate increases as the number of 

well-educated residents increases in each zip code. The population density of a zip code has a 

negative effect on the rate of EV adoption. The EV adoption rate in a zip code rises as the 

percentage of high income households increases in that zip code. Employment per household 

positively affects the rate of EV adoption in each zip code. The percentage of children (under 18 

years old) in each zip code has a negative effect on the EV adoption rate. Interestingly, a higher 

average income makes it less likely that any EVs will be adopted (per the zero-inflated model), 

but a larger fraction of high-income households increases the numbers of EVs in adopting areas 

(per the negative binomial model). We rephrased the output from table 2.3 to show the count 

model and logit model in tables 2.4 and 2.5, respectively. 
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Table 2.3 Spatial zero-inflated negative binomial model of EV adoption rates in Washington 

state 

Count model coefficients (negative binomial with log link) 

Variable estimate Std. Error z value Pr(>|z|) 

(Intercept) -5.65 3.64e-02 -155.04 < 2e-16 *** 

Log (population) 1.00 ˟    

% residents with bachelor degree or 

Higher 

2.26e-02 2.80e-03 4.67 3.06e-06 *** 

Population density -1.00e-04 <0.0001 -2.16 3.1e-02 * 

% households with annual income > 

$100k 

2.14e-02 3.40e-03 5.51 3.59e-08 *** 

Average # of workers per household 8.07e-01 1.34e-01 6.54 6.02e-11 *** 

% children in zip code -5.21e-02 5.80e-03 -5.67 1.42e-08 *** 

Log(theta) 0.58 0.08 7.16 7.96e-13*** 

Variance (σ2) of spatial error component 0.25 0.11     

Variance (σ2) of IID error component 0.04 0.05     

Zero-inflation model coefficients (binomial with logit link) 

Variable estimate Std. Error z value Pr(>|z|) 

Intercept 1.71 0.62 2.78 5.51e-03 ** 

Mean income in zip code -0.02 0.01 -3.15 1.63e-03** 

% children in zip code -0.10 0.02 -4.53 5.85e-06 *** 

LL 

d.f. 

-2673 

10 

      

*: significance at α=0.10. **: significance at α=0.05. ***: significance at α=0.01. 

˟ coefficient on log(population) was fixed to 1.00 
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Table 2.4 Specification of final model (count part) 

 

Table 2.5 Specification of final model (logit part) 

 
 

Next, we used the fitted model to estimate the expected rate of EV adoption in each zip 

code and then compared these expected rates with the actual adoption numbers. In this way, we 

identified the zip codes in which actual adoption rate was higher or lower than the estimated 

adoption rate. Figure 2.5 shows areas, shaded in green, where actual EV adoption exceeded the 

predicted option. Likewise, grey areas are those where actual EV adoption fell short of the levels 

expected based on sociodemographic characteristics. Furthermore, the positions of existing 

DCFC charging stations are shown by red points to explore whether such differences were due to 

an inadequate number of fast charging stations in the surrounding region. It is worth noting that 

our data may not support a precise investigation of the effects of the availability of DCFC 

charging stations on EV adoption rates in Washington state, and such an investigation needs a 

more detailed and precise survey. 
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Figure 2.5 Zip codes of Washington state with actual EV adoption rates higher and lower than estimated 
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A comparison of figure 2.6 with figure 2.7 shows that in the northern and eastern parts of 

the state there are few DCFC charging stations and also lower than expected EV adoption rates. 

In contrast, the western part of the state shows higher EV adoption rates than predicted based on 

sociodemographic characteristics, along with a much greater concentration of DCFC stations. 

On the local scale, if we compare figure 2.6 with figure 2.7, we can observe that in the 

central areas where DCFC stations are highly concentrated, there are more green zip codes with 

higher than expected EV adoption rates (figure 2.8). This increase is rather obvious, especially 

along the north-south I-5 corridor. While there are a few grey zip codes with fewer than expected 

EV adoption rates, they represent small differences between estimated and actual EV adoption 

rates. 

We also looked specifically at the Puget Sound region. In figure 2.9 and 2.10, the 

difference between estimated and actual EV adoption rate is presented for Puget Sound area. 

Altogether, it seems that the zip codes contiguous to DCFC charging stations are more 

likely to have higher rates of EV adoption. From the figures we can conclude that the EV 

adoption rate has the potential to be improved in the north, east and southeast parts of the state in 

which actual EV adoption rates, although lower, are very close to the expected rates. According 

to the predictors of the EV adoption model, we should consider the factors affecting the EV 

adoption in policies related to investments in this field. Education, income, population density, 

employment per household, and percentage of children in each zip code are the factors related to 

the rate of EV adoption in Washington state. 

 



 
 
 
 
 
 

22 

 
Figure 2.6 Zip codes of Washington state with actual EV adoption rates higher than estimated 

 

 
Figure 2.7 Zip codes of Washington state with actual EV adoption rates lower than estimated
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Figure 2.8. Zip codes of Puget Sound with actual EV adoption rates higher and lower than estimated 
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Figure 2.9 Zip codes of Puget Sound with actual EV adoption rates higher than estimated 

 
Figure 2.10 Zip codes of Puget Sound with actual EV adoption rates lower than estimated 
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	Executive Summary 
	Charging infrastructure has a significant effect on consumer adoption of electric vehicles (EVs). It is generally accepted that the relative attractiveness of EVs and other alternative fuel vehicles depends on several factors. These include up-front cost; operating costs, including fuel (electricity) and maintenance; range; refueling/recharging time; the availability of refueling infrastructure; environmental impacts; and government incentives. In the case of EVs, many of these factors are determined by the
	The goal of this work was to establish a foundation for the data-driven prioritization of investments in direct current fast charging (DCFC) infrastructure along Washington’s highways. The central question to be addressed in this work was: Where should Washington’s DCFC system be expanded to ensure that current and future EV owners can travel safely over long distances without running out of charge? This project provided some initial answers and lays the groundwork for deeper investigations that will requir
	The number of plug-in hybrid electric vehicles (PHEVs) and battery electric vehicles (BEVs) registered in Washington increased by 70 percent between mid-2014 and the end of 2015. If Washington is to continue its EV leadership and achieve Governor Inslee’s goal of 50,000 plug-in vehicles on the road by 2020, it will need to further increase EV adoption. Therefore, it is important to know which factors influence the adoption of EVs among residents of Washington. In this study, we sought to estimate the expect
	relationship between EV adoption rates in zip codes in Washington state and the number of nearby DCFC charging infrastructures. First, we needed the number of EVs registered by each zip code, which was provided by the Washington State Department of Licensing and Department of Transportation. To set up a model based on residents’ demographics, we used U.S. Census data.  
	To examine this relationship in Washington state, the expected adoption rate of EVs in each zip code was estimated by using a zero-inflated negative binomial model and then compared with the current adoption rate of EVs. The difference between expected and actual number of EVs in each zip code was then examined to determine whether it corresponded to the density of current DC fast charging stations in that zip code or adjacent zip codes. 
	Results showed that in the northern and eastern parts of the state there are few DCFC charging stations and also lower than expected EV adoption rates. In contrast, the western part of the state showed higher EV adoption than predicted based on sociodemographic characteristics, along with a much greater concentration of DCFC stations. 
	The final outcome of this project is a foundation for subsequent work on designing recharging networks and prioritizing public investments in DCFC in Washington.  
	 
	 
	Chapter 1  Introduction and Literature Review 
	With advances in technology, data collection methods for transportation-related studies have expanded. Data sets collected from smartphone navigation apps and GPS devices have opened a new window into travel behavior. Because of the extensive coverage of cellular networks, using smartphones to collect data about traffic and travel behavior is becoming a more cost-effective method of data collection than using loop detectors and surveys (1). Previously, GPS data have been used to measure traffic flow speed (
	One of the areas in which this type of data can be useful is predicting the optimal locations of charging infrastructure for plug-in electric vehicles (PEVs). Because of the specific characteristics of PEVs, including limited and uncertain range, the high costs of charging infrastructure, and time-consuming charging events, the locations of charging stations influence PEV adoption and reliability.  
	Beyond location factors alone, the time required to “refuel” a PEV also influences user behavior. Direct current fast charging (DCFC) enables users to charge their vehicle in less than an hour (5), a significantly shorter time than with level 1 and level 2 chargers. Hidrue et al. (6) showed that people value less time-consuming options for charging their PEVs. Therefore, increased DCFC infrastructure investments are essential to make PEVs attractive and PEV travel reliable, and to enable drivers to satisfy 
	as many people as possible while maintaining equitable and reliable access to public charging for PEV users. 
	Nicholas et al. (7) noted that “The demand for charging is derived from the demand for plug-in vehicles (PEVs) and from the travel patterns expected for these vehicles.” Studying the travel behavior of current and future PEV users can identify appropriate locations for DC fast charging infrastructures. Using GPS data, we can understand the types of long-distance trips that travelers (whatever their vehicle‘s powertrain) make. Then, on the basis of that, we can estimate the highest value locations for DC fas
	Even though GPS data provide us with solid information about traveler behavior, they need to go through a cleaning and calibration process before they can be used for further analysis and decision making. Some of the issues with raw GPS data are as follows: 
	● Not everyone uses GPS devices or navigation application while travelling. 
	● Not everyone uses GPS devices or navigation application while travelling. 
	● Not everyone uses GPS devices or navigation application while travelling. 

	● People may use GPS devices only for a portion of their trips. 
	● People may use GPS devices only for a portion of their trips. 

	● In areas with a weak signal, some trips may be missing or interrupted. 
	● In areas with a weak signal, some trips may be missing or interrupted. 


	In order to use these data correctly, cleaning and calibrating the data accurately becomes crucial. Cleaning the data includes devising rules to address missing data and interruptions when they occur. Calibrating the data means adjusting the sample data to represent real travel patterns and control for differences in representativeness. However, a lack of supplementary information and ground-truth data is one of the major barriers to accurately calibrating GPS data.  
	In this report, we discuss the progress we made in calibrating and using GPS data for identifying high value locations for DC fast charging stations and modeling electric vehicle (EV) adoption rates at the ZIP code level. First, INRIX (8) provided us with one month of data on trips 
	that started or ended in Washington state, including time, date, and coordinates of origin, destination, and waypoints along the route. This report presents the methodology and results for data cleaning, trip identification, and adjusting trip counts using a statewide gravity model to fill in gaps in demand for origins and destinations for which no trips were observed by INRIX. 
	 
	 
	 
	 
	  
	 
	 
	  
	Chapter 2  Methodology and Results 
	 
	2.1 Data Cleaning and Trip Identification 
	One of the challenges of using GPS data, particularly for analyzing long-distance travel patterns, is trip identification. The presence of short stops within the dataset is one of the issues that must be addressed. To do this, we must first decide whether two consecutive trips of a user are actually two different trips or whether they are part of one longer trip (8). We found in the literature that using rule-based algorithms is the most common way of identifying trips and making decisions about the stops (
	In addition to short stops, signal loss is another issue that must be addressed in the identification stage (8). Tsui and Shalabi (10) discussed different types of signal loss based on the length and type of trip. On the basis of the data sets, time and distance thresholds must be assumed to determine whether or not signal loss between two consecutive trips happened. 
	To identify trips, two rules are necessary to decide whether two consecutive trips should be merged: 1) time threshold and 2) distance threshold. If both time and distance gaps between two consecutive trips of a user are small, there is a high likelihood that there is an interruption in signal. If so, we can assume that the two trips are actually part of one longer trip and neglect the gap. However, if these gaps are large for two consecutive trips, it means that the GPS device was off or interrupted for a 
	To determine the rules, we looked at the distribution of time and distance gaps between consecutive trips of a single user within our data. Given that we were ultimately interested in long distance trips of PEVs, we decided to be more flexible in choosing the time thresholds. The majority of the dwell times at stops were less than 15 minutes before the user started the second part of the trip. Assuming that if the driver’s trip exceeded the range of the vehicle for a PEV, s/he would probably need to charge 
	In the one month of data from INRIX, 1,298,017 trips were connected to a device ID, which allowed for sequential trips to be identified. Out of those, 85,495 consecutive trips had time and distance gaps below the threshold of 15 minutes and 10 km and were therefore consolidated into longer trips. After these trips were joined and other trips were removed that had either their origin or destination outside of Washington, 846,632 trips remained in our data set.  
	2.2 Adjusting Trip Counts Using a Statewide Gravity Model 
	Washington state has 598 standard zip codes and therefore 357,604 OD pairs. As expected, for many of the ODs we had zero observations, which means that no trips were recorded between that origin and destination in our data. Even with a full month of trips from INRIX, there were still 330,258 zip code pairs for which no trip was recorded. However, 
	observing zero trips does not mean that there is no demand for travel between a pair of zip codes; it simply means the demand is low and no trips were observed in the INRIX data set. Therefore, we decided to model the expected trip counts for OD pairs by using a gravity model based on the attractiveness of the destinations, productiveness of the origins, and the travel time between the origin and destination, along with a representativeness factor based on origin and destination counties. The logic behind i
	The gravity model is a simple method for calculating the number of trips, Tij, happening between two zones based on Newton’s gravitational law. The simplest form of the gravity model is as follows (11): 
	Tij = COiDjf(cij)               (2.1) 
	In this function, C is a balancing factor, Oi is the measure of attractiveness of origin zone i, and Dj is the measure of attractiveness for destination zone j. f(cij) is a cost function that is usually the function of distance or travel time. For this function, it was assumed that total trips attracted to a zone could be a measure of the attractiveness of that zone and total trips produced at a zone could be measure of the productiveness of that zone.  
	To determine the expected number of trips between ODs based on the number of trips presented in the data, we used a count model. Because the data set did not provide information on the home location of each trip, we  could not know whether a given trip was a departure or 
	return trip. Therefore, among trips happening between OD pairs, we had both departure and return trips. To capture that, we modified the above gravity model to the following: 
	                    
	Figure
	                                   (2.2)  
	where 
	Tijnm: Number of trips starting from zip code i in county m and ending in zip code j in county n 
	Popim : Population of zip code i in county m 
	Popjn : Population of zip code j in county n 
	TTijmn: Travel time between zip code i in county m and zip code j in county m 
	𝛼: Origin population coefficient 
	𝛽: Destination population coefficient 
	𝛾: Travel time coefficient 
	𝜌: Representativeness factor, which is specific for each home county 
	The first term of equation (2.2) represents trips departing from zip code i and traveling to zip code j, and the second term represents trips returning to zip code j after previously traveling from j to i. The representativeness factor is based on origin county (home county). In this model, we used travel time between ODs as our cost measure.To measure travel time between OD pairs we used the Google Distance Matrix API. For some of the zip codes, there was no driving option (e.g., zip codes in the middle of
	We assumed that the trip counts between zip codes could be modeled with a negative binomial regression model. However, because our model was nonlinear (equation 2.2), we could 
	not use many estimation software packages. We estimated the parameters by using an optimization algorithm to maximize the log-likelihood. The log-likelihood for nonlinear negative binomial models is as follows (16): 
	 
	       (2.3) 
	Figure
	In the above equation, Γ(.) is gamma function and 𝜙 is dispersion parameter for the gamma distribution that will be estimated. yi is the dependent variable for observation i, μi is the expected value of yi (16).  We used a genetic algorithm to find the unknown parameters of the model and 𝜙. 
	The results of parameter estimates were as shown in table 2.1. 
	 
	Table 2.1 Estimated values for parameters 
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	TR
	Span
	𝛼(origin parameter) 
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	The results for county representativeness factors are shown in table 2.2. 
	 
	Table 2.2 Estimated county representativeness factors 
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	Figure 2.1 shows the relationships of observed counts and fitted counts. 
	 
	 
	Figure
	Figure 2.1 Log of observed counts from data vs. log of estimated values from nonlinear negative binomial count model. 
	  
	In the estimated values, we no longer had zero counts, which helped with calibration (because if the counts were zero, the calibrated counts would be zero as well). Also, because we estimated representativeness factors, we captured some of the biases due to underrepresented areas and differing rates of adoption of mobile devices in different regions of the state.  
	2.3 Calibrating Data 
	The method we used to calibrate the data was called iterative screenline fitting (ISF) or matrix partitioning. This method uses traffic counts to derive an expansion factor to address systematic biases in the data (17). This method does not require network assignment, which was advantageous because using another model (for network assignment) would have required another set of assumptions, introducing additional errors (17).  
	To implement this method we needed to identify a screenline or screenlines. We started by dividing Washington state into two sub-regions with one screenline, as can be seen in figure 2.2. 
	 
	 
	Figure
	Figure 2.2 Snapshot of Washington state zip codes and a screenline for calibration 
	 
	  
	It was important that the screenline followed the geographical border of the studies’ zones. Therefore, we followed zip code borders. We used AADT traffic counts where road networks crossed the screenline. Then we compared the sum of counts along the screenline with the number of trips in the OD matrix. By dividing the sum of the screenline counts by the total observed trips from one sub-region to the other, we were able to calculate the expansion factor. If we had had multiple screenlines, different expans
	 
	                                    (2.4) 
	Figure
	 
	In the above equation, ϑ is the calibration factor, Tijmn is trip counts from the gravity model, and T’ijmn is the calibrated trip count from zip code i in county m to zip code j to county n. 
	2.4 EV OD Matrix 
	After estimating and calibrating the OD matrix for trips happening in Washington state, we expanded the analysis to estimate the potential demand for EV trips if EVs were unconstrained by charging. We calculated the EV OD matrix as follows: 
	 
	                                                          (2.5) 
	Figure
	 
	where tijnm is the number of EV trips from zip code i in county m to zip code j in county n. T’ijmn is the number of calibrated car trips from zip code i in county m to zip code j in county n.  EVi is the number of EVs, and Carsi is the total number of cars registered in ZIP code i. 
	2.5 Visualization Tool 
	To better understand travel patterns and high value location for charging infrastructures, using Tableau® software, we developed an interactive map. Two snapshots of the map can be seen in figure 2.3. The purpose of this map is to show where the traffic was coming from and going to for each segment of the road. For example, the top right panel in figure 2.3 shows where the traffic passing a selected point was coming from or going to, as a subset of all the trips observed in the top left panel. The lower pan
	https://public.tableau.com/profile/parasto.jabbari#!/vizhome/EVODs/MonthlyEVTripsVisualization
	https://public.tableau.com/profile/parasto.jabbari#!/vizhome/EVODs/MonthlyEVTripsVisualization
	https://public.tableau.com/profile/parasto.jabbari#!/vizhome/EVODs/MonthlyEVTripsVisualization

	  

	  
	 
	 
	Figure
	 
	Figure 2.3 Snapshot of statewide visualization tool 
	 
	2.6 Adoption Model 
	The number of plug-in hybrid electric vehicles (PHEVs) and battery electric vehicles (BEVs) registered in Washington increased by 70 percent between mid-2014 and the end of 2015. If Washington is to continue its EV leadership and achieve Governor Inslee’s goal of 50,000 plug-in vehicles on the road by 2020, it will need to further increase EV adoption. Therefore, it is important to know which factors influence the adoption of EVs among residents of Washington.  
	This section describes how we estimated the expected rates of EV adoption based on residents’ demographics in each ZIP code and examined qualitatively whether there is a relationship between EV adoption rates of zip codes in Washington state and the number of nearby DCFC charging infrastructures. First, we needed the number of EVs registered by each zip code, which was provided by the Washington State Department of Licensing and Department 
	of Transportation. To set up a model based on residents’ demographics, we used U.S. Census data (18). The data included socio-economic characteristics of households (e.g., employment per household) or individuals (e.g., percentage of residents with a bachelor degree or higher) in each zip code, as well as the geographical attributes (e.g., area) of each zip code. For further study, the geographic coordinates of DCFC stations were obtained from the U.S. Department of Energy’s Alternative Fuels Data Center (1
	To estimate the expected rate of EV adoption in each zip code, we used a zero-inflated count model, allowing for spatial correlation among contiguous zip codes. Thus, we estimated a logit model for the probability of EV adoption being zero/not zero in each zip code, and a count model for the EV adoption rate in zip codes with non-zero adoption. 
	In spatial models, as shown in equation 2.6, the error term was assumed to be made up of a spatially weighted errors vector (λW*ε), as well as a vector of independent and identically distributed (IID) errors, u. 
	         
	Figure
	                
	           (2.6)                                                                                 
	  
	To model spatial correlation, neighborhoods had to be defined among the study areas. Using a binary neighbors criterion, in which regions were either listed as neighbors or not, the function created an n-by-n weights matrix with values given by the coding scheme style chosen. Here, we used a 0/1 coding scheme to define neighbors as 1 and otherwise as 0. Two areas are often considered neighbors if they share a common boundary. Here, a queen adjacency criterion was used, i.e., two areas were considered neighb
	 
	Figure
	Figure 2.4 Adjacency criteria 
	The final model set up by R-INLA is presented in table 2.3. The dependent variable is the number of EVs registered in the zip code. 
	As indicated in table 2.3, all the predictors had a statistically significant relationship to the response variable. In general, we found that the EV adoption rate increases as the number of well-educated residents increases in each zip code. The population density of a zip code has a negative effect on the rate of EV adoption. The EV adoption rate in a zip code rises as the percentage of high income households increases in that zip code. Employment per household positively affects the rate of EV adoption i
	  
	Table 2.3 Spatial zero-inflated negative binomial model of EV adoption rates in Washington state 
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	*: significance at α=0.10. **: significance at α=0.05. ***: significance at α=0.01. 
	˟ coefficient on log(population) was fixed to 1.00 
	 
	 
	Table 2.4 Specification of final model (count part) 
	Figure
	 
	Table 2.5 Specification of final model (logit part) 
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	Next, we used the fitted model to estimate the expected rate of EV adoption in each zip code and then compared these expected rates with the actual adoption numbers. In this way, we identified the zip codes in which actual adoption rate was higher or lower than the estimated adoption rate. Figure 2.5 shows areas, shaded in green, where actual EV adoption exceeded the predicted option. Likewise, grey areas are those where actual EV adoption fell short of the levels expected based on sociodemographic characte
	Figure 2.5 Zip codes of Washington state with actual EV adoption rates higher and lower than estimated 
	Figure
	Figure
	 
	A comparison of figure 2.6 with figure 2.7 shows that in the northern and eastern parts of the state there are few DCFC charging stations and also lower than expected EV adoption rates. In contrast, the western part of the state shows higher EV adoption rates than predicted based on sociodemographic characteristics, along with a much greater concentration of DCFC stations. 
	On the local scale, if we compare figure 2.6 with figure 2.7, we can observe that in the central areas where DCFC stations are highly concentrated, there are more green zip codes with higher than expected EV adoption rates (figure 2.8). This increase is rather obvious, especially along the north-south I-5 corridor. While there are a few grey zip codes with fewer than expected EV adoption rates, they represent small differences between estimated and actual EV adoption rates. 
	We also looked specifically at the Puget Sound region. In figure 2.9 and 2.10, the difference between estimated and actual EV adoption rate is presented for Puget Sound area. 
	Altogether, it seems that the zip codes contiguous to DCFC charging stations are more likely to have higher rates of EV adoption. From the figures we can conclude that the EV adoption rate has the potential to be improved in the north, east and southeast parts of the state in which actual EV adoption rates, although lower, are very close to the expected rates. According to the predictors of the EV adoption model, we should consider the factors affecting the EV adoption in policies related to investments in 
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	Figure 2.6 Zip codes of Washington state with actual EV adoption rates higher than estimated 
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	Figure 2.7 Zip codes of Washington state with actual EV adoption rates lower than estimated
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	Figure
	Figure 2.8. Zip codes of Puget Sound with actual EV adoption rates higher and lower than estimated 
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	Figure 2.9 Zip codes of Puget Sound with actual EV adoption rates higher than estimated 
	 
	Figure
	Figure 2.10 Zip codes of Puget Sound with actual EV adoption rates lower than estimated 
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