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Maryland has applied considerable effort to realize a newly articulated vision: Maryland will be 
a great place for biking and walking that safely connects people of all ages and abilities to 
life’s opportunities. From Mountain Maryland to the Eastern Shore and from expressways to 
walkable communities, safety on Maryland roadways is essential to connecting all Marylanders to 
recreational, economic, and social opportunities. To realize this vision pedestrian/bicycle deaths 
and severe injuries must be minimized and potentially eliminated. A crucial step in fostering a 
safer environment for pedestrians, bicycles, and scooters is to better understand current 
pedestrian/bicycle/scooter volumes and their exposure to roadway safety risks. Proper data, 
analytics, and visualization tools are imperative to improve situational awareness. 
 
The safety exposure for road users outside of the vehicle is pivotal for appropriate risk 
characterization and for safety-related decision-making. However, quality pedestrian/bicycle 
exposure data is often regarded as a missing piece of information in safety analyses. The current 
state of the practice uses manual and automated count data, census data, travel surveys, and land 
use information from a single point in time to understand and estimate pedestrian and bicycle 
volumes (see next section for state of the practice). Studies have demonstrated that exposure to 
risk plays an important role in helping agencies better understand the cause of crashes and incident 
severity; however, it is difficult to accurately identify pedestrian/bicycle movements and then 
prioritize high-risk locations due to the lack of exposure data (FHWA, 2017). In fact, without 
pedestrian volumes as a measure of exposure, crash models are undermined with reduced 
goodness-of-fit, biased parameter estimates, and incorrect inferences (Xie et al., 2018). The focus 
of this project is to address the research need and data gap in a reliable, comprehensive, and up-
to-date information source on pedestrian/bicycle exposure, and to convey such information in a 
useable platform. The project team aimed to answer the following questions: 

• Can probe data be dependably converted to the density of vulnerable user movement in a 
dynamic platform across time and at the link level? 

• Can crash data be parsed enough to separate modes of transportation and mapped over the 
density of roadway use? 

 
 
 
States and jurisdictions are trying to address vulnerable user risk exposure challenges by adopting 
count data and supplementary information to analyze pedestrian/bicycle volumes at critical 
locations. However, there are explicit drawbacks to this approach: 1) the data sources are limited 
and expensive to collect; 2) the spatial and temporal coverage of the data is limited; 3) running and 
maintaining such models require technology transfer and staff support.  
 

Table 1. Examples of Pedestrian/Bicycle Safety Exposure Studies 
State Coverage Data Source(s) Measure of Exposure 
Connecticut (Qin and Ivan, 
2001) 

Rural areas in 
Connecticut 

Manual counts; population 
and land use data 

Weekly pedestrian 
crossing volume 

California (Raford and 
Ragland, 2004) 

Oakland Manual counts; census 
data 

Average annual 
pedestrian volume 

California (Schneider et al., 
2012; Schneider et al., 2013) 

San Francisco Manual counts; automated 
counts 

Number of pedestrian 
crossings 

1. PROBLEM STATEMENT AND RESEARCH QUESTIONS 

2. STATE OF THE PRACTICE GAPS 
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District of Columbia (Molino 
et al., 2009; Molino et al., 2012) 

Washington, 
D.C. 

Manual counts; crossing 
distances 

Pedestrian miles traveled 

Minnesota (Hankey and 
Lindsey, 2016) 

Minneapolis Manual counts; census and 
land use data 

Bicycle and pedestrian 
volumes 

Florida (Radwan et al., 2016) FL Statewide Counts; population; 
vehicle ADT 

Pedestrian miles crossed 
per entering vehicle 

Michigan (Cai et al., 2018) MI Statewide Census; statewide travel 
survey; land-use data 

Vehicle traffic and 
pedestrian volumes 

California (Griswold et al., 
2019) 

CA Statewide Counts; network and land 
use variables; census data 

Annual pedestrian 
crossing volume 

 
Most of the above studies applied statistical models to estimate facility-level volumes at 
intersections and pedestrian network segments based on a limited spatial and temporal scope of 
pedestrian and bicycle counts. The typical coverage of such data and models is at the city level. 
Until recently, statewide analyses of pedestrian exposure have not been seen in the literature (e.g., 
Cai et al., 2018; Griswold et al., 2019). A safety data tool that comprehensively covers a large-
scale geographical area with detailed temporal representation is rarely seen in literature, and only 
a handful of commercial products are available on the market. 
 
 
To reduce several of the previously mentioned limitations, this project leverages mobile device 
location data and integrates it with other data sources into a data-driven analytical and visualization 
dashboard for transportation safety. Compared to the current state of the practice that relies on 
surveys and manual/automatic counts, this emerging big-data source has significant advantages: 
• it no longer requires costly and time-consuming surveys or counts collections; 
• mobile device location data draws evidence from a much larger sample, covering over 40% of 

the entire U.S. population;  
• unlike cross-sectional data (i.e., data taken only on one or a few days of the year), this data 

provides a continuous time series of pedestrian and bicycle movements (we proposed in this 
project to analyze a one-year time period) and covers the entire Maryland roadway network, 
including rural areas where traditional pedestrian/bicycle data is lacking; 

• the availability of the data source is in the entire U.S., not just Maryland, which would enable 
a fast and cost-effective transfer of this project to other states and jurisdictions throughout the 
nation. 

 
The final product of this project is a dashboard (https://mti.umd.edu/sdi) that reports safety 
exposures and crash information for pedestrians, bicycles, and e-scooters at a microscopic level 
and is available to all practitioners across various levels of government in Maryland and nationally. 
Details of the technical process to achieve this deliverable are provided in the following sections. 
 
 
 
DATA SOURCES AND DATA ASSEMBLY 
The data assembly process forges a comprehensive and secure warehouse of vehicle, pedestrian, 
bicycle, and available e-scooter activity data based on location-based services, other transportation 
sector data available in Maryland, and pedestrian/bicycle-involved crash data records. This section 
summarizes these data sources. Note that the dashboard (https://mti.umd.edu/SDI) includes an in-
depth white paper on methodology under the “Methodologies” section. 

3. HOW THE DASHBOARD ADDRESSES THE KNOWLEDGE GAPS 

4. DATA SOURCES AND METHODOLOGICAL APPROACH 
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Mobile Device Location Data  
This is the principal data source leveraged in the project. Collected directly from individuals’ 
smartphones, this source of data collects location points whenever the mobile device users are 
using the location-based service of the devices. This data is collected continuously for each sample. 
Thus, individual-level mobility of the data sample could be inferred, including trips, travel times, 
departure times, speed profile of each trip, and adjacency to different transportation system 
infrastructure such as roadway network, transit stations, etc. With this level of detail, critical 
information concerning this project could be inferred, including travel modes (walking, biking, 
driving, etc.), travel routes/paths where walk/bike activities are observed, and the timing of each 
trip, etc. In full transparency, the Maryland Department of Transportation (MDOT) and the US 
DOT were never in contact with this data, nor will they have access to the data after this project. 
It was clearly outlined prior to the project start that this data would remain with the Maryland 
Transportation Institute (MTI) and not be shared due to privacy concerns. 
 
MTI maintains access to several major mobile device data sources that have wide and 
comprehensive coverage of mobile device location data internationally. It has developed big-data 
analytical algorithms that this project can leverage through ongoing parallel collaborations with 
the US DOT Federal Highway Administration (FHWA). MTI also has developed a series of 
validated data mining algorithms to turn sample data into individual trip analytics. This project 
utilizes mobile device location data collected in the year 2019 (Jan 1, 2019 – Dec 31, 2019). It 
should be noted that raw data and trip-level results are analyzed via the separate project effort and 
beyond the scope of this project. Within this study, only the aggregated mobility data at the 
intersection and link segment level is used and analyzed.  
 

Pedestrian and Bicycle Crash Data 
Crash records visualized and analyzed in the study are collected from MDOT State Highway 
Administration (SHA) and cover pedestrian and bicycle crashes that occurred in Maryland from 
2016-2019. Information has been aggregated at the link level and intersection level. For privacy 
protection, the project dashboard only highlights the centroids of links where the crashes occurred. 
For links that have reported crashes, the following statistics are provided: 
• Involved: including the total number of crashes that occurred on that particular roadway 

segment in 2016-2019, as well as number of bicyclists, number of pedestrians, number of e-
scooters, and number of vehicles involved in those crashes. 

• Severity: aggregated number of people by injury severity levels (i.e., property damage only; 
injury; and fatality). 

• More details: situational awareness for the most frequent movements of pedestrians, 
bicyclists, e-scooters, and vehicles involved in the crashes. 

 
E-Scooter Volume Data 
The project team has collected e-scooter data from the Baltimore City Department of 
Transportation. The project dashboard currently has one data layer displaying e-scooter volume 
records for Baltimore. The currently implemented data includes the average daily e-scooter volume 
on each roadway link in Baltimore City for October 2019. This project has demonstrated the 
feasibility to ingest and manage e-scooter volume data in the designed dashboard. Additional data 
for other time periods or other localities could be collected and hosted; however, for the purposes 
of this project access to that data was not available. 
 
 

M """"'-.. -■ 
MARYLAND DEPARTMENT 

OF TRANSPORTATION 

STATE HIGHWAY 
ADMINISTRATION 



Assessing Statewide Density Exposure of 
Pedestrians, Bicycles, and Scooters Final Report 

Page 4 of 10 

Additional Data for the Transportation System of Maryland 
To deliver a comprehensive data-driven tool, additional information was collected and integrated 
into the database to train, test, and validate the data analysis algorithms and crash prediction 
models, including: 
• Hourly vehicle and pedestrian/bicycle count data covering the entire year of 2019. 
• A multimodal transportation network and its associated network-level details are collected 

from OpenStreetMap (OSM). Moreover, its embedded point-of-interest (POI) information 
will help the team identify rich location and infrastructure information that are essential to 
supplement the identification of pedestrian and bicycle activities as well as the prediction of 
safety hotspots. 

 

Socio-demographics, Land Use Data, and other Supplementary Information 
To support the analyses of pedestrian/bicycle activities, exposures, and predictions of crash risks, 
the team also relies on additional information about socio-demographics and land use variables, 
including: 
• American Community Survey (ACS), an annual survey program conducted by the United 

States Census Bureau. Data collected through this survey provide information about the 
population (e.g., socioeconomic and sociodemographic characteristics, means of commuting 
to work) as well as housing (e.g., financial and physical characteristics for housing units) at 
many geographical scales. The 2019 five-year ACS estimates at the census block group have 
been used in this study as the source of socioeconomic and sociodemographic data in the 
development of pedestrian/bicyclist crash frequency models. 

• Smart Location Database (SLD) is a nationwide spatial dataset for the U.S. The SLD is a 
product of the U.S. Environmental Protection Agency (EPA)’s Smart Growth Program and is 
publicly available on the EPA web site. The latest version of this dataset is the SLD Version 
2.0, which was released in 2013 (EPA 2021). The SLD provides information on land use and 
built environment characteristics such as population and employment density, housing 
density, land use diversity, urban design attributes, destination accessibility, transit 
accessibility, transit service frequency, as well as socioeconomic and sociodemographic 
characteristics at the census block group level. These characteristics of SLD were employed 
in the project in examining the role of the land use and built environment attributes in 
modeling the frequency of pedestrian/bicyclist crashes. 

• Level of Traffic Stress (LTS) was calculated for each roadway segment and intersection, to 
quantify the traffic stress a road segment or intersection imposes on the bicyclist as a surrogate 
measure of pedestrian bicycle safety. The LTS for each link was calculated using the speed 
limit, number of lanes, bike lanes, authorized travel modes (vehicle, bicyclist, and pedestrian), 
and other road geometry information from the OSM data. The intersection LTS is calculated 
by averaging the LTS value for all approaches. LTS information has been provided via the 
project dashboard at the intersection and segment level. The LTS score also contributes to the 
crash frequency models. 

 

ANALYTICAL APPROACH OF USING MOBILE DEVICE LOCATION DATA 
Figure 1 shows the methodology flowchart of the dashboard. The project team estimated the 
vehicle and pedestrian bicycle volume at the link-level (i.e., roadway segment level) and 
intersection-level, leveraging a set of previously developed and validated algorithms made 
available via the USDOT Federal Highway Administration’s Exploratory Advanced Research 
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Program project entitled “Data analytics and modeling methods for tracking and predicting origin-
destination travel trends based on mobile device data.” 

 
Figure 1. Methodology flowchart 

 
Several key steps were taken in order to derive pedestrian and bicycle mobility data at each 
intersection and roadway segment: 
• First, we employed a state-of-the-practice data preprocessing to integrate and clean the mobile 

device location data; 
• The team then clustered location points into activity locations and identified home and work 

locations at the census block group (CBG) level to protect privacy; 
• Next, we applied previously developed and validated imputation algorithms to identify all 

trips from the cleaned data panel, including trip origin, destination, departure time, and arrival 
time. Most importantly, travel modes and routes were imputed so that pedestrian and bicycle 
activities can be inferred and aggregated to each intersection and roadway segment; 

• Lastly, postprocessing steps were taken to expand our sample to the entire population, validate 
our estimated volumes, and visualize the mobility data on a large-scale and interactive map-
based visualization platform embedded in the project dashboard.  

 
Data Processing 
Some common issues, such as unordered and duplicated records, need careful treatment before 
extracting any information from mobile device location data. The state-of-the-practice methods 
for raw data cleaning and quality control often include identifying and merging duplicate device 
observations, removing outliers, and checking on the obvious data consistency issues (e.g., devices 
with unreasonably high-speed readings). The data processing procedure taken by the research team 
is based on the four dimensions of data quality assessment: consistency, accuracy, completeness, 
and timeliness. More details are offered in Appendix A. 
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Trip Identification 
Trips are not initially included in any mobile device location data sources. Instead, location 
sightings are continuously generated while the sample device moves, stops, stays static, or starts a 
new trip. As a result, MTI developed a trip identification algorithm, which can detect which 
location sightings form a trip together. The first step is to sort device observations by time. The 
algorithm assigns a random ID to each trip it identifies. Many location points in the dataset may 
belong to no trips. The algorithm assigns “0” to the trip ID of these locations to tag them as static 
points. Then, a recursive algorithm checks every point to identify if they belong to the same trip 
as their previous point. Results and computational algorithms were validated based on a variety of 
independent datasets such as the National Household Travel Survey (NHTS) and the American 
Community Survey (ACS), and peer-reviewed by an external expert panel in a US DOT Federal 
Highway Administration’s Exploratory Advanced Research Program project (Zhang and Ghader, 
2020). By running the algorithm on our data and comparing the trip lengths and travel times with 
the reported travel distances and travel times from the 2017 National Household Travel Survey, a 
satisfactory match was observed. Moreover, we compared mobility trends calculated by our 
methods and by other data sources including Apple, Google, and SafeGraph and found high 
consistency. All data and trip identification remained securely within MTI’s systems. 
 
Imputations of Home and Work Locations, Travel Modes, Routes, and Matching to Map 
Home and Work Locations: A typical methodology for identifying home and work clusters is to 
identify the most frequently visited clusters during the night and during the day. The algorithm 
first applies a HDBSCAN clustering algorithm to cluster all device observations into activity 
locations. This step takes the cleaned multi-day location data as input and applies an iterative 
algorithm until no cluster has a radius larger than two miles. The iterative algorithm consists of 
two parts: HDBSCAN, based on a minimum number of point parameters and filtering non-static 
clusters based on time and speed checks. After finalizing the potential stay clusters, the algorithm 
combines nearby clusters to avoid splitting a single activity. Here, instead of setting a fixed time 
period for each type, e.g., 8pm to 8am as the study period for home CBG identification and the 
other half day for work CBG identification, the framework examines both temporal and spatial 
features for the entire activity location list. The benefits are two-fold: the results for workers with 
flexible or opposite work schedules is more accurate and the employment type for each device can 
be detected simultaneously. 
 
Travel Mode Imputation: A machine learning model was developed and applied to impute the 
ground transportation travel modes for non-air trips, including vehicle (car and bus), rail, and 
walk/bike. Feature engineering directly affects the model performances. Three types of features 
are incorporated for transportation travel mode imputation, including location recording intervals, 
trip-level features, and features about multimodal transportation network (a total of 32 features). 
More details are presented in Appendix A. 
 
Map Matching and Routing: The team developed and implemented a computationally efficient 
method to map crash and vehicle/pedestrian/bicycle/e-scooter movements data to an all-street 
roadway. This allows project engineers to evaluate the weighted vehicle/pedestrian/bicycle/e-
scooter volumes at each intersection and each roadway segment. In addition, the team has worked 
with MDOT SHA to incorporate other available safety data sources from the state of Maryland 
into the map matching process. 
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Postprocessing 
Weighting: The sample data must be expanded to produce population-level statistics of safety 
exposure for those vulnerable road users. The LBS represents a sample of the population, so 
device-level weights were needed to expand the device sample to the broader population. Also, for 
an observed device, only a sample of all trips may be recorded, so trip-level weights were needed. 
In order to obtain device-level weights, MTI used the home locations, obtained from the imputed 
home CBG information. The weight for each device is equal to the number of devices observed in 
the device’s imputed home location divided by the population of the zone where home is located. 
So, all devices residing in that CBG would have the same device-level weight. These weighting 
processes expand the data analytics to cover the entire population, such that the mobility of the 
individuals who are not observed in the data or that do not own a smartphone with location-based 
service is also captured by our analytics. 
 
Validation The estimated vehicle and pedestrian/bicycle volumes are validated before 
visualization and being used for the project dashboard. For vehicle volume validation, the project 
team employed hourly traffic count data from MDOT SHA, including 1,933 portable traffic count 
stations (189,456 records) and 62 permanent traffic count stations (968,880 records). For 
pedestrian bicycle volume validation, the project team collected 15-minute interval 
pedestrian/bicycle count data from the above dataset that records the number of pedestrians and 
bicycles coming from each approach of an intersection. A total number of 845 count locations 
(89,500 records) were included in the pedestrian/bicycle count data. The pedestrian bicycle counts 
are further aggregated into 1-hour interval for validation. 
 
The team validated data using two standard metrics that are widely adopted in research and 
practice: (1) R-Squared (R2), a statistical measure that quantifies how much the dependent variable 
can be explained by the independent variables, and, (2) Normalized Mean Absolute Error 
(NMAE), defined as Mean Absolute Error (MAE) divided by the mean value of all observations. 
 
The validation of vehicle volumes has a 0.98 R2 and 10% NMAE. The validation of 
pedestrian/bicycle volumes has a 0.80 R2 and 32% NMAE. The accuracy of the project estimated 
vehicle and pedestrian/bicycle volumes meets the Federal Highway Administration validation 
target (Cambridge Systematics, 2010) and is in line with the accuracy of other commercial 
products (e.g., StreetLight, 2020). The accuracy of validation for pedestrian/bicycle volumes is 
naturally lower than vehicle volumes, partly due to the data discrepancy. The current data 
collection method aggregates pedestrians and bicycles on each approach of an intersection. Unlike 
vehicle trajectories, which follow the roadway network directions, pedestrian/bicycle trajectories 
at an intersection are widely unknown under existing collection methods (manual counts). In other 
words, the mobile device location data covers more pedestrian/bicycle activities than volumes that 
are crossing the intersection. On the other hand, for intersections/segments where bus stops are 
located, certain pedestrian/bicycle trajectories could be categorized as bus trajectories and lead to 
underestimation. This is a parsing that should be further explored.  
 
Visualization After extensive exploration, traditional vectorized visualization, which is typically 
used in GIS, Tableau, or Mapbox applications, was found to be unsuitable for this project. The 
data being visualized in this project is dramatically larger in size and covers all roadway segments 
and intersections in Maryland, which leads to noticeable time lag when zooming in and out using 
the vectorized visualization. Instead, the team developed a rasterization method to effectively 
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visualize the mobility data generated from the analyses process. The team first defined multiple 
zoom levels for the maneuver of the visualization tool (in total, sixteen zoom levels have been 
defined). For each zoom level, a different scale is used to represent different level of visualization 
fidelity. Then, the visualization generates multiple tiles of figure files in the PNG format. This 
rasterization method is superior in visualizing “big” data. It brings all the heavy computation 
offline, while traditional vectorization method has to perform rendering and vectorizing on the go. 
This finding was critical to stakeholders reviewing the tool. Visualization being critical in the 
dashboard development led the team to spend significant time refining the exponentially large 
datasets. 
 
ANALYTICAL APPROACH OF ESTIMATING RISK 
As part of this project, crash frequency models were developed for pedestrian and bicyclist 
involved crashes at Maryland intersections and road segments in order to predict and identify 
safety risk hotspots. This section summarizes and discusses the results of those crash frequency 
models at the higher level. More details about the modeling study are offered in the project white 
paper (see Appendix B). 
 
Four statistical models were developed and estimated in this project to examine the role of various 
key contributing factors including safety risk exposure factors in pedestrian and bicyclist crashes 
that have occurred in the state of Maryland. These models are the Poisson model, the negative 
binomial model, the zero-inflated Poisson model, and the zero-inflated negative binomial (ZINB) 
model. The results of these models have been compared to identify the most suitable model that 
best fits the data. For the purposes of this study the ZINB model provided the best results. 
 
The model incorporates vehicle and pedestrian bicycle volume estimates and other geometric 
design characteristics, socio-demographics, built environment features, as well as traffic-related 
information. The results indicate that key contributing factors to pedestrian bicycle-related crashes 
include number of intersections legs and level of traffic stress (LTS) ratings, commute mode 
shares, road network density and activity density, percentage of low-income workers, among other 
factors. The results also highlight that the inclusion of estimated vehicle and pedestrian bicycle 
volume significantly improves the performance of the model. The model was then used to predict 
the number of pedestrian and bicycle crashes, which in turn generated the crash risk for each 
intersection and road segment within the state of Maryland.  
 
 
 
The final deliverable of this project addresses the initial research questions. First, the 2019 safety 
exposure of pedestrians, bicyclists, and e-scooters in Maryland was successfully estimated at the 
road segment and intersection level based on emerging data-driven methods and statistical and 
predictive modeling. Second, such exposure information was processed, visualized, and packaged 
on an online interactive platform (https://mti.umd.edu/sdi) for researchers and practitioners to use 
for a complete situational awareness of vulnerable roadway user safety. These collectively address 
the research need and data gap through a reliable, comprehensive, and up-to-date information 
source on pedestrian/bicycle exposure, and convey such information through useable visualization 
tools. The following information is provided via the dashboard: 
• Base map visualizations of vehicle volume, pedestrian/bicycle volume, and e-scooter volume 

by different season, day of week, and time of day. 

5. DESCRIPTIONS AND INSIGHTS OF THE DASHBOARD TOOL 
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• An informational panel offering statistics for each intersection/link segment. Statistical 
measurements including vehicle volume, pedestrian/bicycle volume, e-scooter volume, 
predicted safety risks, and level of traffic stress (LTS) by different season, day of week, and 
time of day. Measurement estimates are provided for the year 2019. 

• Ranking analytics highlighting the top ranked locations in terms of those abovementioned 
measurements in Maryland and in each jurisdiction of Maryland. 

• Pedestrian- and bicycle-involved crash visualization and informatics including units involved, 
crash injury severity, and vehicle/person movements. Information is aggregated to each link 
segment. Crash data employed covers the time period of 2016-2019. 

 
The development of this safety dashboard is leading edge, though we note that the US DOT is 
involved in multiple efforts nationally within Pooled Fund Studies to generate greater data-driven 
situational awareness of the transportation system through location-based data (e.g. TPF-5(384)). 
Several of these national efforts use mobile device location-based data, which is collected via the 
mobile device’s downloaded application location pinging through GPS-enabled smartphones.  
 
We have limited information on crash risk rates, in part due to the lack of exposure information. 
This tool fills the information gap and supports users throughout MDOT and local jurisdictions to 
identify safety risk hot spots and improve the situational awareness of existing pedestrian and 
bicycle activities. Moreover, the improved understanding of vulnerable user density also advances 
the modeling and predictions of crashes, as highlighted by our modeling practice. This is also fully 
leveraged in the dashboard, where users may rank roadway facilities at the link level by volume 
and predicted safety risks, and by a specific jurisdiction. This dashboard is expected to assist local 
agencies with their respective priority decisions, such as developing safety countermeasures and 
pedestrian/bicycle safety improvement plans and decisions. The dashboard is not a substitute for 
engineering analyses, rather it is a starting point for increased understanding of the transportation 
ecosystem. It can be used in planning to identify the limits of a project with similar safety risks, 
identification of locations where government agencies need to pay closer attention, and also 
provides insights on locations that have low risk but high volumes of vulnerable roadway users, 
which may indicate that a roadway treatment is successful in reducing crashes. 
 
 

This project successfully integrated mobile device location data into a data-driven analytical and 
visualization dashboard for assessing safety exposure of pedestrians, bicycles, and e-scooters. This 
study demonstrated crash prediction models empowered by data-driven volume data at 
intersections and link segments. The pedestrian and bicycle volume estimates reliably 
demonstrated an increased goodness of fit of predictions, which in research had not been recorded 
in full, and enables a spectrum of future studies to be pursued in the transportation safety domain. 
 
The project has also learned additional lessons that could potentially benefit other data-driven 
projects within and beyond the scope of transportation safety.  
• Zero-inflated negative binomial models were found to be superior compared to other 

statistical approaches at the intersection level and segment level. The models are also 
successfully employed in this project for predictions of safety risks. 

6. LESSONS LEARNED, CHALLENGES, AND OPPORTUNITIES 
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• A novel rasterization visualization was developed to facilitate large-scale visualization using 
the data. Compared to vectorization, this method significantly improves the front-end 
performance by moving most of the computation to the backend offline environment.  

 
Several challenges of the project are also noted and worth further exploration: 
• It was challenging to identify pedestrian/bicycle traces given the existing data evidence. More 

data could be collected to improve the algorithms as well as validate the data-driven approach. 
Evidence could be drawn from dedicated pedestrian/bicycle GPS surveys, video records, and 
other supplementary data sources based on advanced learning and artificial intelligence. 
Additional empirical data would further improve the methodology. 

• The needs of differentiating pedestrian and bicycle volumes and exposures was noted from 
internal and external stakeholder feedback. This refinement would support mode-specific 
decision making. However, these two modes are currently combined as one due to the close 
similarity. The team expects to explore ways to distinguish them in the near future. Possible 
directions include adding data and features such as exclusive facility information (bike lanes, 
walking trails etc.), further exploring the unique characteristics of speed distributions, and so 
forth.  

• E-scooter analyses were also challenging. As an emerging mobility option, e-scooter is 
relatively less studied and thus limited references and data are available for the team to 
construct a machine learning model and extract the associated mobility from the mobile 
device data. In addition, e-scooter safety data is largely lacking. Most crash reporting 
procedures do not record e-scooter crashes as a standalone crash category. The 
recommendation from this research is that it is imperative e-scooters be recorded as their own 
category in some fashion given the abundant safety risks faced by e-scooter users to support 
research and safety mitigation strategies. 

 
In summary, this project successfully analyzed and integrated emerging mobile device location 
data to fill a critical gap in the field of transportation safety, i.e., measuring pedestrian and bicycle 
volumes and safety exposure across all links within the State of Maryland. The novel approach to 
use big-data on a data-driven dashboard that visualizes volume estimates for vulnerable road users 
and predicts and identifies safety hotspots significantly improve the state of the practice for 
planners and engineers. Compared to the current use of surveys and manual/automatic counts, 
leveraging this emerging big-data source has significant advantages. With the improved 
understanding of pedestrian and bicycle volumes, safety risk exposure of those vulnerable users 
can also be analyzed at more disaggregated level. The tool can immediately help stakeholders gain 
more insights into pedestrian and bicycle traffic that previously was rarely available in practice.  
Stakeholders who reviewed this dashboard immediately identified with the ability to see “the 
bigger picture”, the ability to rank the top locations within the state or specific counties, or knowing 
that the riskiest locations are not single intersections but the trajectory of multiple “clusters” of 
intersections. The regions around Washington D.C. especially are already using this dashboard to 
provide more situational awareness as the narrative shifts from single point improvements to a 
system of improvements for increased vulnerable roadway user mobility. Ultimately this tool has 
already accomplished its principal goal to accelerate the use of reasonably accurate big-data to 
support data-driven decision making to improve the safety of vulnerable roadway users in 
Maryland. As of Summer 2021, the MDOT SHA has funded the expansion of the tool to support 
new requests from practitioners across the state.   
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To reduce several of the previously mentioned limitations, this project leverages and integrates 
mobile device location data into a data-driven analytical and visualization dashboard 
(https://mti.umd.edu/sdi). Compared to the current state of the practice that relies on surveys and 
manual/automatic counts, leveraging this emerging big-data source has significant advantages: 
1. it no longer requires costly and time-consuming surveys or counts collections; 
2. mobile device location data draws evidence from a much larger sample, covering over 40% 

of the entire U.S. population;  
3. unlike cross-sectional data (i.e. data taken only on one or a few days of the year), this data 

provides a continuous time series of pedestrian and bicycle movements (we propose to 
analyze a one-year time period) and covers the entire Maryland roadway network, including 
rural areas where traditional pedestrian/bicycle data is lacking; 

4. the availability of the data source is in the entire U.S., not just Maryland, which would enable 
a fast and cost-effective transfer of this project to other states and jurisdictions throughout the 
nation. 

 
This dashboard reports exposure and crash information for pedestrians, bicycles, and e-scooters at 
a microscopic level, as illustrated in Figure 1, below.  
 

 
Figure 1. Data-Driven Safety Dashboard Deployment Framework for Maryland 
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