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EXCUTIVE SUMMARY 
 

Dynamic speed harmonization (DHS) is a traffic congestion management technique that 

can improve mobility and safety in transportation networks. It can regulate traffic flow by 

controlling vehicle speeds and prevent congestion and gridlocks. In particular, optimizing the 

speed of connected automated vehicles (CAVs) can adjust their arrival time and speed at 

intersections and significantly reduce the number of stops. However, the computational 

complexity of dynamic speed harmonization, especially in large-sized transportation networks, 

discourages its real-world applications. Hence, this research aims at developing an efficient and 

effective speed control algorithm that improves mobility in connected urban street networks in 

real-time.  

The introduced speed harmonization strategy in this research aims at minimizing the 

temporal and spatial variations in speed while maximizing the network throughput. This research 

developed an analytical mathematical program and introduced a technique that uses the 

fundamental traffic flow diagram to solve the problem efficiently. Furthermore, a Distributed 

Optimization and Coordination Algorithm (DOCA) is developed to ensure that speed 

harmonization works in real-time. DOCA decomposes the network-level problem into several 

subproblems to reduce computational complexity. Moreover, establishing effective coordination 

among subproblems pushes suboptimal solutions towards global optimality. Results in a network 

of 20 intersections showed reductions in the total travel time and number of stops by up to 5.4% 

and 29.4%, respectively. Besides, the solutions were found in real-time with a 2.7% maximum 

optimality gap. 

This study integrated signal control in the speed harmonization algorithm to further 

improve traffic operations. Results showed that coordinated signal timing and speed optimization 

algorithm reduced the average delay by 5.3% and the average number of stops by 28.5% when 

compared with independent signal timing optimization in a network of 20 intersections. 
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Chapter 1.  Introduction 

Emerging connectivity and automation technologies can be utilized in traffic control 

systems to improve mobility in transportation networks. Speed harmonization, powered by 

connectivity and automation technologies, can reduce traffic congestion on urban street networks 

similar to its observed promising impacts in freeway facilities. For instance, optimal speeds can 

be assigned to individual vehicles approaching an intersection to facilitates their arrival during 

the green signal and consequently avoid stops (He, Liu and Liu, 2015). As Zhu and Ukkusuri 

(2014a) showed,  dynamic speed limit control in a connected vehicle environment could reduce 

total travel time by 18% and emissions by 20%.  

In this project, we aim at developing a mathematical program for dynamic speed 

harmonization in large-sized transportation networks. We also integrate the signal timing 

optimization into speed harmonization and study how mobility can be improved further.  

1.1 Problem Statement 
Several studies have shown the effectiveness of speed harmonization in improving traffic 

operations; however, they were tested in simplified networks due to the complexity of speed 

harmonization. It is essential to show the effectiveness of this strategy in a complex network 

setting with high traffic demand levels by developing an efficient and accurate optimization and 

prediction model.  

This project presents a novel methodology to harmonize the speed of CAVs in urban street 

networks. The methodology is based on a multi-objective optimization program and includes an 

algorithm to determine advisory speeds in network links dynamically. A mathematical program 

is developed and linearized using fundamental traffic flow concepts for this purpose. We also 

take into account stochastic traffic demands and capacities by embedding DSH into a Model 

Predictive Control (MPC) framework. Finally, we will study the proposed methodology from a 

microscopic perspective using Vissim (PTV Group, 2013). 

1.2 Research Objectives 
The goal of this project is to improve mobility in urban street networks by developing a 

methodology for dynamic speed harmonization suitable for connected urban street networks. The 

methodology aims at finding optimal advisory speeds on each transportation link that will be 

transferred to connected and autonomous vehicles, with the objective of reducing travel time, 

improving mobility, and harmonizing the speeds at the same time. As such, the methodology can 

avoid long queues, queue spillovers, and gridlocks. This study will generate the first network-

level formulation for dynamic speed harmonization in a signalized network. It will also 

incorporate connected vehicle information in the mathematical model and the proposed solution 

algorithm.   

The objective of this research is to study the effects of harmonizing the speed of 

connected automated vehicles on traffic operations in urban street networks. In particular, this 

study proposes the use of optimal speed control methods to develop an efficient optimization 

framework for an effective and fluent movement of CAVs in urban street networks. This study 

aimed at finding answers to the following fundamental research questions:    

What is the effect of speed control on the operational performance of connected urban 

street networks? 
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How cooperative optimization of signal timing plans and speed of CAVs further 

improves the performance of transportation networks? 

1.3 Contribution of Research 
An efficient methodology is required to dynamically control the movement of connected 

and automated vehicles in urban street networks. However, most of the existing studies focus on 

static traffic models, which are not responsive to dynamic traffic changes. Therefore, the effect 

of speed harmonization could not be evaluated accurately in transportation networks. This 

research develops a novel multi-objective optimization program as well as analytical solution 

techniques to dynamically control vehicles’ speeds to provide smooth movement of vehicles on 

urban street networks.  

Moreover, signal timing optimization is incorporated into speed harmonization. 

Cooperative signal timing and speed optimization can improve traffic operations further. 

Existing studies showed the effectiveness of cooperative signal and speed optimization only in 

small networks due to its computational complexity. This study addresses the knowledge gap and 

provides more insight into the effects of cooperative signal timing and speed optimization in 

large scale transportation networks. 

1.4 Report Overview 
This report includes six chapters. An extensive literature review on existing speed 

harmonization approaches is discussed in Chapter 2. The mathematical formulation of the speed 

harmonization program in addition to coordinated signal timing and speed harmonization is 

detailed in Chapter 3. Chapter 4 provides a distributed optimization and coordination algorithm 

designed for large-sized urban street networks. Numerical results are provided in Chapter 5 to 

show the impacts of dynamic speed harmonization on network performance. Moreover, the 

discussion on the optimality gap, solution runtime, and the overall performance of the distributed 

approach is presented in this chapter. Finally, Chapter 6 provides a summary of the key findings.  
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Chapter 2.  Literature Review 

2.1 Introduction 
This chapter presents an extensive review of the available speed harmonization 

approaches. These approaches are categorized into speed harmonization in freeway facilities, 

arterial streets, and urban networks. In addition, the studies on cooperative signal timing and 

speed harmonization are covered. We also describe traffic congestion management studies that 

used decomposition and distributed techniques to reduce the complexity of traffic modeling and 

optimization. The details of each category follow.  

 

2.2 Speed harmonization in freeway facilities 
Emerging connectivity and automation technologies can be utilized in traffic control 

systems to improve mobility in transportation networks. Finding proper signal timing parameters 

(Hajbabaie and Benekohal, 2011; He, Head and Ding, 2014; Feng et al., 2015; Mohebifard and 

Hajbabaie, 2019; Islam, Aziz and Hajbabaie, 2020; Tajalli, Mehrabipour and Hajbabaie, 2020), 

optimizing traffic metering rates on freeway facilities or urban street networks metering 

(Hajbabaie and Rahim Benekohal, 2011; Medina, Hajbabaie and Benekohal, 2013; Ntousakis, 

Nikolos and Papageorgiou, 2016; Letter and Elefteriadou, 2017; Mohebifard and Hajbabaie, 

2018, 2019a; Mohebifard, Islam and Hajbabaie, 2019; Hajbabaie and Mohebifard, 2020), 

performing traffic assignment (Hajibabai, Bai and Ouyang, 2014; Zhu and Ukkusuri, 2015; 

Levin and Boyles, 2016; Mehrabipour, Hajibabai and Hajbabaie, 2019), and optimizing the 

speed of connected automated vehicles in intersections  (Mirheli, Hajibabai and Hajbabaie, 2018; 

Tajalli and Hajbabaie, 2018b, 2018a; Mirheli et al., 2019; Niroumand et al., 2020a, 2020b) are 

examples of well-known strategies that reduce urban traffic congestion.  

Several studies considered the effects of variable speed limit (VSL) on safety, 

environmental, and mobility measures in freeway facilities. The initial purpose of VSL was to 

improve safety in work zones and under inclement weather conditions (Robinson, 2000). VSL 

can reduce the speed limit upstream of a crash-prone location and increase it downstream of that 

location (Abdel-Aty, Dilmore and Dhindsa, 2006).  VSL is shown to increase the average 

headway and to decrease speed mean and variance (Ha, Kang and Park, 2003). Thus, it can 

reduce the number and severity of crashes (Smulders, 1990). In addition, VSL provides smoother 

traffic flow, where the number of lane changing maneuvers is reduced in congested conditions 

(Borrough, 1997). It is shown that there is a direct relationship between the CO emissions and 

the vehicles’ speed on roads (Aziz & Ukkusuri 2012). Implementing VSL on the M42 highway 

in the UK showed emission reductions between 4 to 10 percent for different types of pollutants 

(MacDonald, 2008).  

Generally, there are two approaches to implement VSL in freeway facilities: reactive and 

proactive. Reactive methods wait for activation criteria in a downstream bottleneck to activate 

VSL upstream of it (Malikopoulos et al. 2016, Burgess 2008). Therefore, VSL is activated after 

congestion detection and there would be a lag to manage the congestion (Khondaker and Kattan, 

2015). To address this issue, proactive approaches are presented to predict the onset of 

congestion in near future and apply appropriate strategies in advance to avoid it (Khondaker and 

Kattan, 2015).  

Several mathematical programs are developed aiming at minimizing travel time, the 

variance of the speeds, or the density on a specific section of the road via proactive control 



4 

strategies (Malikopoulos et al., 2016). Model predictive control is an appropriate approach to 

implement proactive VSL strategies (Hegyi et al. 2005, Camacho & Bordons 2012, van de Weg 

et al. 2015). As a result of implementing proactive VSL on freeway facilities, Khondaker & 

Kattan (2015) showed 20%, 11%, and 16% improvements in total travel time, time to collision, 

and fuel consumption, respectively assuming a fleet of 100% connected vehicles. Furthermore, 

Grumert et al. (2015) considered VSL to assign speeds to CAVs based on their distance to 

possible incident locations on freeway facilities. They showed that speed harmonization was 

associated with a reduction in emissions.  

 

2.3 Dynamic speed harmonization in arterial streets 
Information on the trajectory of approaching vehicles and upcoming signal timing plans 

is used in recent studies to provide vehicles with optimal advisory speeds that reduce the 

likelihood of stopping at intersections thus reduce fuel consumption. In addition, providing 

advanced knowledge of signal phasing and timing (SPaT) information to vehicles has been 

shown improvement in traffic safety, mobility, and fuel consumption efficiency (Asadi and 

Vahidi, 2010; He, Liu and Liu, 2015; HomChaudhuri, Vahidi and Pisu, 2015). Based on a report 

by the national highway traffic safety administration (NHTSA), SPaT broadcasts will help 

reduce red-light violations and energy consumption by 90% and 35%, respectively (Misener, 

Shladover and Dickey, 2010). Decreasing fuel consumption was the primary objective of DSH 

systems in arterial streets (Kamalanathsharma et al. 2015, Wan et al. 2016, Xia et al. 2013).  

Vehicle trajectories can be planned to reduce stops at intersections and minimizing fuel 

consumption. Xia et al. (2012) showed that a 14% reduction in fuel consumption is possible as a 

result of an advisory speed system experiment at a fixed-time signalized intersection. 

DSH systems can provide advisory speeds to individual vehicles (Almqvist, Hydén and 

Risser, 1991) or the platoon leader (Sanchez, Cano and Kim, 2006), where second ordered traffic 

flow models could be used to find the optimal acceleration and deceleration rates corresponding 

to each vehicle in the network (Mandava, Boriboonsomsin and Barth, 2009). Wei et al. (2017) 

illustrated that controlling the speed of leading vehicle in a platoon would be enough to 

effectively manage the traffic congestion and increase the capacity in a network. Wan et al. 

(2016) showed that speed harmonization not only reduces the fuel consumption of CAVs, but 

also controls the motion of non-equipped vehicles in a mixed environment and contributes to 

more energy savings on the roads. He et al. (2015) considered the constraints of queue formation 

at intersections to prevent infeasible solutions. This strategy helped reduce fuel consumption by 

29% while travel time was increased by 9%. 

 

2.4 Dynamic speed harmonization in urban networks 
Wang (2013) investigated the impact of harmonized speeds on transportation networks 

from a macroscopic perspective in combination with static traffic assignment. A bi-level 

formulation is used, where the upper level finds the best speed limit for predefined links, and 

based on that, the lower level solves static user equilibrium traffic assignment. The solutions 

found by this approach did not necessarily yield a reduction in travel time.  

Moreover, Yan et al. (2015) considered a traffic assignment problem in a network with a 

stochastic travel time function and a degradable link capacity. Based on this study, a function is 

provided to activate a speed limit on a link based on its actual capacity. This study showed that 

reducing the speed limit leads to a reduction in the variance of speed over the network. However, 

the average speed may increase or decrease. Yang et al. (2013) investigated finding optimal 
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speed limits on network links using a three-objective bi-level programming. In the first level, the 

speed limit is found by solving a user equilibrium traffic assignment problem and the second 

level takes care of system travel time, estimated number of accidents, and traffic emissions. All 

mentioned studies included a static traffic assignment component, as such, they cannot consider 

traffic flow dynamics that exists in real-world transportation networks.  

Zhu & Ukkusuri (2014) studied dynamic speed limit control in a connected vehicle 

environment. They considered a trade-off between the travel time and emissions to find the 

optimal speed at each link of the transportation network. Markov Decision processes were used 

to find the speed limit at each link and at each time step. This study reduced the total travel time 

and emissions by 18% and 20%, respectively compared to not controlling the speed limits 

dynamically.  

2.5 Coordinated signal timing and speed harmonization 
In addition to optimizing vehicle speeds in transportation network based on fixed signal 

timing, some studies considered optimizing both signal timing and vehicles’ speed cooperatively. 

For instance, Hao et al. (2015) considered an eco-driving strategy to be applied on an actuated 

signalized intersection by taking into account the minimum and maximum times to the next 

phase. The simulation results showed a significant reduction in fuel consumption by 12%.  Li et 

al. (2014) optimized signal timing plans in cooperation with vehicle trajectories in a single 

intersection with two phases. Their results showed the average travel delay reduction by 16.2% - 

36.9% and a throughput increase by 2.7% - 20.2% in comparison with an actuated signal control. 

Jung et al. (2016) applied an eco-traffic signal system in an isolated intersection using bi-level 

programming and showed a 5% - 10% reduction in fuel consumption and up to 12% reduction in 

travel time compared to exiting signal control strategies. Similarly, Xu et al. (2018) utilized a bi-

level programming method incorporated in a receding horizon technique to optimize traffic 

signal timing and vehicle trajectories at an isolated intersection. Testing the proposed approach 

in Vissim showed reductions in fuel consumption, total travel time, and the number of stops in 

comparison with actuated signal timing, and independent vehicle speed control. Kaths (2016) 

developed a single-level optimization program for joint signal and speed optimization and 

simulated the proposed model in SUMO for a single intersection. The results showed that 

cooperative signal and speed optimization was able to reduce the number of stops and delay by 

36.3% and 56.2%, respectively compared to only signal timing optimization. In contrast with 

other studies that focused on a single intersection network, Li et al. (2018) added signal timing 

optimization to the eco-driving problem of electric vehicles in a four-intersection arterial street. 

They showed that there exists a trade-off between delay and energy saving of electric vehicles. 

Particularly, they showed that changing the objective function weights from only signal 

optimization to both signal and energy optimization could yield to a 14% delay increase, while 

an 11% energy consumption reduction was achieved in over-congested traffic condition. 

2.6 Strategies to reduce the computational complexity of traffic control 

problems  
Harmonizing the speed of vehicles in large urban street networks is computationally 

complex and requires strategies that reduce the complexity of the problem. In general, 

decentralization, decomposition, and distribution methods are used for this purpose. More 

explanations follow:  
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2.6.1 Decomposition approaches for traffic control 

Decomposition approaches have been used widely to solve complex transportation 

engineering problems (Hajibabai and Ouyang, 2013; Hajibabai and Saha, 2019; Mehrabipour, 

Hajibabai and Hajbabaie, 2019; Amir Mirheli and Hajibabai, 2020). Tettamanti & Varga (2010) 

integrated this approach in MPC to optimize signal timing parameters by minimizing queue 

length at intersections. They iteratively solved the problem and determined the Lagrangian 

multipliers to find near-optimal signal timing plans. Testing the proposed methodology in a 

network of four intersections resulted in reducing the travel time by 13% compared to optimized 

fixed-time signal control. Papageorgiou and Mayr (1982) also developed a ramp metering 

problem and solved it using the Lagrangian decomposition technique. They reduced the problem 

complexity by decomposing the roadway into different segments and computed the Lagrangian 

multipliers for each segment iteratively.  

To improve the convergence of the Lagrangian relaxation technique, the Alternating 

Direction Method of Multiplier (ADMM) approach is introduced (Boyd et al., 2011). Timotheou 

et al. (2015) used ADMM and solved the signal timing optimization problem by decomposing 

the network of four intersections and achieved solutions with an 8% optimality gap. 

 

2.6.2 Distributed Optimization and Coordination Algorithms (DOCA) for traffic control 

Most of the reviewed studies developed problem decomposition solution techniques, but 

still, need a central controller to find the solution for each subproblem and coordinate them. The 

advancement of connected and automated technologies enables utilizing distributed techniques, 

where a controller could be assigned to each subproblem without the presence of a central 

controller. As a result, the controllers can communicate with each other and share the required 

information through a communication environment and find near-optimal solutions. For instance, 

Araghi et al. (2015) utilized the distributed control algorithm to solve the signal timing 

optimization problem in a network. They decomposed the network into several intersections and 

solve each subproblem by minimizing traffic delay using the Q-learning concept. Their proposed 

algorithm let adjacent intersections share information about the flow of incoming vehicles and as 

a result, reduced average delay by more than 35% compared to predetermined signal timing 

plans. Similarly, Islam and Hajbabaie (2017) proposed a distributed optimization and 

coordination algorithm to find optimal signal timing plans in a connected network. As a result of 

their algorithm, the network travel time was reduced between 17% and 48%, and solutions were 

found in real-tome Mehrabipour and Hajbabaie (2017) also developed a real-time and scalable 

distributed-coordinated methodology for signal timing optimization with a maximum of 2% 

optimality gap. 

2.7 Summary 
The review of the literature indicates that most network-level speed harmonization 

problems are formulated with static traffic models. Therefore, they do not consider dynamic 

traffic changes in the network. Besides, they are not scalable with the size of the transportation 

network and cannot find optimal solutions in real-time. As a result, they might not be suitable for 

real-world applications.  

Moreover, joint signal timing and speed optimization was not studied in large scale 

networks due to its high computational complexities. Although decomposition techniques were 

able to reduce the problem complexity, they generally could not provide near-optimal solutions. 

In addition, their application to real-world problems was limited due to their slow convergence.   
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Chapter 3.  Problem Formulation 

3.1 Introduction 
This section presents two formulations for speed harmonization in urban street networks. 

In the first formulation, advisory speeds are dynamically optimized on each network link while 

signal timing parameters are predetermined and input to the optimization program. The second 

formulation optimizes advisory speeds and signal timing parameters cooperatively. Both 

formulations are based on the cell transmission model (CTM) (Daganzo, 1994), where the time is 

discretized into short intervals and each network link is represented by several cells. Discretizing 

the time will reduce the computational burden in capturing the dynamic nature of the problem as 

opposed to using a continuous time (Hajibabai and Ouyang, 2016; A Mirheli and Hajibabai, 

2020). The length of the cells must be equal to the distance traveled in free-flow conditions in 

one time-step. We define 𝐶, 𝐶𝑅, 𝐶𝑆, and 𝐶𝐼 as the sets of all, source, sink, and intersection cells, 

respectively. Set 𝑇 represents all discrete time steps. In addition, set Γ𝑖 indicates all cell 

successor to cell 𝑖 ∈ 𝐶, and Γ𝑖
−1

 represents all cells predecessor to cell 𝑖 ∈ 𝐶. In CTM, the 

occupancy of cell 𝑖 ∈ 𝐶 at time 𝑡 ∈ 𝑇 is defined by the decision variable 𝑥𝑖
𝑡. Furthermore, flow 

from cell 𝑖 ∈ 𝐶 to subsequent cell 𝑗 ∈ Γ𝑖 is determined by the decision variable 𝑦𝑖𝑗
𝑡 . Variable 𝑣𝑖

𝑡 

represents the space mean speed in cell 𝑖 ∈ 𝐶  at time step 𝑡 ∈ 𝑇. Table 3-1 provides a summary 

of notations used in this study 

 

3.2 Speed harmonization problem 
The objective function of the optimization program minimizes the difference between 

space mean speeds in a cell in two subsequent time steps and the differences between space 

mean speeds in two subsequent cells at the same time. In addition, the cumulative number of 

completed trips is maximized as suggested by prior research (Medina, Hajbabaie and Benekohal, 

2010, 2011; Hajbabaie and Benekohal, 2013, 2015). Equation (3-1) indicates the objective 

function. We define parameter 𝛾 (vehicle/mph) as factor to give a desired weight on the second 

term of the objective function. 

 

𝑴𝒂𝒙[∑ ∑ 𝒙𝒊
𝒕

𝒊∈𝑪𝑺𝒕∈𝑻 − 𝜸 ∑ ∑ ∑ |𝒗𝒊
𝒕 − 𝒗𝒋

𝒕+𝟏|𝒋∈ {𝒊, 𝜞𝒊}𝒊∈𝑪\{𝑪𝒔}𝒕∈𝑻 ]  
(3-1) 

Table 3.1:  Summary of notations 

Sets Description 

𝐶 set of all cells 

𝐶𝑅 set of all source cells 

𝐶𝑆 set of all sink cells 

𝐶𝐼 set of all intersection cells 

Γ𝑖 set of all successors of cell 𝑖 ∈ 𝐶 

Γ𝑖
−1 set of all predecessors of cell 𝑖 ∈ 𝐶 

𝑇 set of all time intervals 

Variables  

𝑥𝑖
𝑡 number of vehicles in cell 𝑖 ∈ 𝐶 at time step 𝑡 ∈ 𝑇 

𝑦𝑖𝑗
𝑡  number of vehicles moving from cell 𝑖 ∈ 𝐶 to cell 𝑗 ∈ Γ𝑖 at time step 𝑡 ∈ 𝑇 
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𝑣𝑖
𝑡 space mean speed in cell 𝑖 ∈ 𝐶 at time step 𝑡 ∈ 𝑇 

𝑧𝑖𝑖
𝑡  auxiliary variable 

𝑢𝑖𝑖
𝑡  auxiliary variable 

Parameters  

𝑁𝑖 jam density of cell  𝑖 ∈ 𝐶 

Q𝑖
𝑡 outflow capacity of cell 𝑖 ∈ 𝐶 at time step 𝑡 ∈ 𝑇 

𝐷𝑟
𝑡 demand from source cell 𝑟 ∈ 𝐶𝑅  at time step 𝑡 ∈ 𝑇 

𝑓𝑖
𝑡 green time indicator for signals at cell 𝑖 ∈ 𝐶𝐼 at time step 𝑡 ∈ 𝑇 

𝑣𝑓 free flow speed 

𝑤 shock wave speed 

𝛽𝑖 turning percentage at intersection cell 𝑖 ∈ 𝐶𝐼 

𝑘𝑗 jam density 

𝑞𝑚𝑎𝑥 maximum flow 

𝛾 weight factor 

𝛼 weight factor 

𝜃 the angle between speed vectors 

Indices  

𝑖 index for cells 

𝑗 index for cells 

𝑢 index for cells 

𝑝 index for cells 

𝑘 index for cells 

𝑡 index for time intervals 

𝑟 index for source cells 

𝑠 index for sink cells 

 

The fundamental diagram of traffic flow in the cell transmission model is a trapezoid 

(Daganzo, 1994). Figure 3-1 shows the flow-density relationship in the cell transmission model. 

In this figure, 𝑘𝑗 is the jam density and 𝑞𝑚𝑎𝑥 is the maximum flow, which is always less than or 

equal to 
𝑤𝑣𝑓𝑘𝑗

𝑤+𝑣𝑓
. As fundamental relationship of traffic flow suggests, the average space mean 

speed could be found based on equation (3-2). Considering ∆𝑡 as a time step and ∆𝑥 as the length 

of a cell, the free flow speed 𝑣𝑓 is equal to the ratio of  
∆𝑥

∆𝑡
 in the cell transmission model. Thus, 

the space mean speed in cell 𝑖 ∈ 𝐶 at time 𝑡 ∈  𝑇 would be estimated based on equation (3-3) 

(Zhu and Ukkusuri, 2014).  

 

 

𝒗𝒊
𝒕 = {

∑ 𝒚𝒊𝒋
𝒕

𝒋∈𝜞𝒊

𝒙𝒊
𝒕 𝒗𝒇                 𝒙𝒊

𝒕 > 𝟎 

𝒗𝒇                                   𝒙𝒊
𝒕 = 𝟎

  ∀ 𝒊 ∈ 𝑪, 𝒕 ∈  𝑻 (3-3) 

 

𝒗𝒊
𝒕 =

𝒒𝒊
𝒕

𝒌𝒊
𝒕 =

∑ 𝒚𝒊𝒋
𝒕

𝒋∈𝜞𝒊
∆𝒕⁄

𝒙𝒊
𝒕 ∆𝒙⁄

=
∑ 𝒚𝒊𝒋

𝒕
𝒋∈𝜞𝒊

𝒙𝒊
𝒕

∆𝒙

∆𝒕
  (3-2) 
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 Fundamental diagram of traffic flow in CTM.  

Constraints (3-4) show the flow conservation constraints for different cells in the 

network. The Kronecker delta 𝛿𝑖𝑗 takes the value of 1 when 𝑖 = 𝑗  and zero, otherwise. Based on 

equations (3-4), the number of vehicles 𝑥𝑖
𝑡+1 in cell 𝑖 at time step 𝑡 + 1 is equal to the number of 

vehicles 𝑥𝑖
𝑡 in that cell, plus the flow entered from all upstream cells 𝑢 ∈ Γ𝑖

−1, minus the outflow 

left to all downstream cells 𝑗 ∈ Γ𝑖 at time step 𝑡.  

 

(𝛿𝑖𝑙 + 𝛿𝑖𝑠) ∑ 𝑦𝑢𝑖
𝑡 −𝑢∈𝛤𝑖

−1 (𝛿𝑖𝑟 + 𝛿𝑖𝑙) ∑ 𝑦𝑖𝑗
𝑡 +𝑗∈𝛤𝑖

𝐷𝑖
𝑡(𝛿𝑖𝑟) = (𝛿𝑖𝑙 + 𝛿𝑖𝑟 + 𝛿𝑖𝑠)(𝑥𝑖

𝑡+1 − 𝑥𝑖
𝑡  )  

∀𝑖 ∈ 𝐶, ∀𝑙 ∈ 𝐶  {𝐶𝑆 , 𝐶𝑅}, ∀𝑟 ∈

𝐶𝑅 , ∀𝑠 ∈ 𝐶𝑆, 𝑡 ∈ 𝑇  

(3-4) 

 

The flow between two subsequent cells is constrained by cell occupancy at the upstream 

cell, saturation flow rates, signal status at intersection cells, and available room to receive 

vehicles at the downstream cell. Constraints (3-5) to (3-9) indicate these limitations. The turning 

ratios at intersection cells are predefined and are equal to 𝛽𝑗 at cell 𝑗 ∈ 𝐶𝐼. These constraints are 

provided in (3-10). Finally, Constraints (3-11) and (3-12) ensure that the decision variables are 

non-negative. 

 

 

∑ 𝑦𝑖𝑗
𝑡

𝑗∈𝛤𝑖

≤ 𝑥𝑖
𝑡 ∀ 𝑖 ∈ 𝐶\𝐶𝑆, 𝑡 ∈ 𝑇  (3-5) 

∑ 𝑦𝑖𝑗
𝑡

𝑗∈𝛤𝑖

≤ 𝑄𝑖
𝑡 ∀ 𝑖 ∈ 𝐶\𝐶𝑆, 𝑡 ∈ 𝑇 (3-6) 

∑ 𝑦𝑖𝑗
𝑡

𝑖∈𝛤𝑗
−1

≤ 𝑄𝑗
𝑡 

∀ 𝑗 ∈ 𝐶\𝐶𝑅 , 𝑡 ∈ 𝑇 (3-7) 
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∑ 𝑦𝑖𝑗
𝑡

𝑗∈𝛤𝑖

≤ 𝑓𝑖
𝑡𝑄𝑖

𝑡 ∀ 𝑖 ∈ 𝐶𝐼 , 𝑡 ∈ 𝑇 (3-8) 

∑ 𝑦𝑖𝑗
𝑡

𝑖∈𝛤𝑗
−1

≤
𝑤

𝑣𝑓
(𝑁𝑗 − 𝑥𝑗

𝑡) 
∀ 𝑗 ∈ 𝐶\𝐶𝑅 , 𝑡 ∈ 𝑇 (3-9) 

𝑦𝑖𝑗
𝑡 = 𝛽𝑗

𝑡 ∑ 𝑦𝑖𝑘
𝑡

𝑘∈𝛤𝑖

 ∀ 𝑗 ∈ 𝐶𝐼 , 𝑖 ∈ 𝛤𝑗
−1, 𝑡 ∈ 𝑇 (3-10) 

𝑥𝑖
𝑡 ≥ 0 ∀ 𝑖 ∈ 𝐶, 𝑡 ∈ 𝑇 (3-11) 

𝑦𝑖𝑗
𝑡 ≥ 0 ∀ 𝑖 ∈ 𝐶\𝐶𝑆, 𝑗 ∈ 𝛤𝑖, 𝑡 ∈ 𝑇 (3-12) 

 

3.3 Linear speed control 
As shown in DSH problem formulation, all constraints are linear and there is no integer 

variable in the problem. However, the fraction terms (space mean speed is the fraction of flow to 

occupancy) the absolute value functions in the second term of the objective function make the 

formulation nonlinear and nonconvex. In addition, the units of different terms in the objective 

function are not the same. Therefore, the fundamental diagram of traffic flow is used to resolve 

these issues and reduce the complexity of the problem. 

Based on the fundamental diagram of traffic flow, shown in Figure 3-1, space mean 

speed in cell 𝑖 ∈ 𝐶 at time 𝑡 ∈ 𝑇 can be measured as the slope of a vector that connects the origin 

to point 𝑥𝑖
𝑡 and 𝑦𝑖𝑗

𝑡  on the fundamental diagram. It is assumed that space mean speed in 

subsequent cell 𝑗 ∈ Γ𝑖 at time 𝑡 + 1 ∈ 𝑇 is equal to the slope of a vector that connects the origin 

to point 𝑥𝑗
𝑡+1 and 𝑦𝑗𝑘

𝑡+1 when 𝑘 ∈ Γ𝑗. Figure 3-2 shows these vectors. Minimizing the difference 

of two speed vectors is equivalent to minimizing the angle 𝜃 between them. Furthermore, 

minimizing this angle is equivalent to minimizing the difference between the distances of points 

(𝑥𝑖
𝑡 , 𝑦𝑖𝑗

𝑡 ) and (𝑥𝑗
𝑡+1, 𝑦𝑗𝑘

𝑡+1) to the vector that represents free flow speed. The space mean speed in 

a cell will be equal to free-flow speed when all vehicles in the cell exit in a time step and the 

outflow is equal to the occupancy of the cell. Equation (3-13) shows this condition. The distance 

of each point (𝑥𝑖
𝑡 , 𝑦𝑖𝑗

𝑡 ) to the vector that represents equation (3-13) is equal to 𝑥𝑖
𝑡 − 𝑦𝑖𝑗

𝑡 . 

Therefore, the objective function (3-1) can be presented as (3-14). Note that both terms of 

objective function (3-14) contain the same units. Therefore, we replace parameter 𝛾 with unit-

less term 𝛼. 
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 Linearizing speed differences using traffic flow fundamental diagram 

 
∑ 𝑦𝑖𝑝

𝑡
𝑝∈𝛤𝑖

𝑥𝑖
𝑡 = 1  ∀ 𝑖 ∈ 𝐶, 𝑡 ∈ 𝑇  (3-13) 

 

𝛼 ∑ ∑ 𝑥𝑖
𝑡

𝑖∈𝐶𝑆𝑡∈𝑇

− (1 − 𝛼) ∑ ∑ ∑ |(𝑥𝑖
𝑡 − ∑ 𝑦𝑖𝑝

𝑡

𝑝∈  𝛤𝑖

) − (𝑥𝑗
𝑡+1 − ∑ 𝑦𝑗𝑘

𝑡+1

𝑘∈  𝛤𝑗

)|

𝑗∈ {𝑖, 𝛤𝑖}𝑖∈𝐶\𝐶𝑠𝑡∈𝑇

 (3-14) 

 

As mentioned, the absolute value function in the new objective function is still nonlinear. 

To linearize it, two auxiliary variables 𝑧𝑖𝑗
𝑡  and 𝑢𝑖𝑗

𝑡+1 are introduced. Using these two variables, the 

objective function can be rewritten as equation (3-15). Besides, constraints (3-16) - (3-18) are 

added to the problem. With these transformations, the nonlinear optimization program is 

converted to a linear program.  

 

𝛼 ∑ ∑ 𝑥𝑖
𝑡

𝑖∈𝐶𝑆𝑡∈𝑇

− (1 − 𝛼) ∑ ∑ ∑ (𝑧𝑖𝑗
𝑡 + 𝑢𝑖𝑗

𝑡+1)

𝑗∈ {𝑖, 𝛤𝑖}𝑖∈𝐶\𝐶𝑠𝑡∈𝑇

  (3-15) 

𝑧𝑖𝑗
𝑡 − 𝑢𝑖𝑗

𝑡+1 = (𝑥𝑖
𝑡 − ∑ 𝑦𝑖𝑝

𝑡

𝑝∈  𝛤𝑖

) − (𝑥𝑗
𝑡+1 − ∑ 𝑦𝑗𝑘

𝑡+1

𝑘∈  𝛤𝑗

) 
∀ 𝑖 ∈ 𝐶\𝐶𝑆, 𝑗 ∈  {𝑖,  𝛤𝑖}, 𝑡

∈ 𝑇 
(3-16) 

𝑧𝑖𝑗
𝑡 ≥ 0 

∀ 𝑖 ∈ 𝐶\𝐶𝑆, 𝑗 ∈  {𝑖,  𝛤𝑖}, 𝑡

∈ 𝑇 
(3-17) 

𝑢𝑖𝑗
𝑡 ≥ 0 

∀ 𝑖 ∈ 𝐶\𝐶𝑆, 𝑗 ∈  {𝑖,  𝛤𝑖}, 𝑡

∈ 𝑇 
(3-18) 
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3.4 Cooperative signal timing and speed harmonization 
Traffic operations can be further improved by jointly optimizing signal timing parameters 

and advisory speeds. In this section, we present a mathematical program for Coordinated Signal 

timing and Speed Harmonization (CSSH) in connected urban-street networks, where intersection 

controllers are connected to each other and to vehicles in the network.  

Signal controllers at each intersection are in charge of finding the optimal green time 

duration and phase sequence in addition to optimizing the advisory speeds on intersection links. 

The speed harmonization formulation presented earlier in this chapter is enhanced by adding new 

constraints and decision variables to optimize signal timing parameters as well. Let the binary 

variable 𝑔𝑖
𝑡 take on the value of one when the signal is green and zero, otherwise. We use 

constraints (3-19) to change the saturation flow rate (𝑓𝑖
𝑡) in an intersection cell depending on the 

status of the upstream signal. At the same time, constraints (3-20) adjust the flow rate (𝑓𝑖
𝑡) of 

intersections based on the updated saturation flow rate. 

 

𝑓𝑖
𝑡 = 𝑔𝑖

𝑡𝑄𝑖
𝑡   ∀ 𝑖 ∈ 𝐶𝐼 , 𝑡 ∈ 𝑇 

(3-19) 

∑ 𝑦𝑖𝑗
𝑡 ≤𝑗∈𝛤𝑖

𝑓𝑖
𝑡  ∀ 𝑖 ∈ 𝐶𝐼 , 𝑡 ∈ 𝑇 

(3-20) 

We define parameter 𝑓′ as the saturation flow reduction rate to take into account the 

start-up lost time. We reduce the saturation flow rate of the intersection at the initiation of green 

time using constraints (3-21).  

∑ 𝑦𝑖𝑗
𝑡+1 ≤𝑗∈𝛤𝑖

𝑄𝑖
𝑡 − 𝑄𝑖

𝑡𝑓′(𝑔𝑖
𝑡+1 − 𝑔𝑖

𝑡)  ∀ 𝑖 ∈ 𝐶𝐼 ,  𝑡 ∈ 𝑇 
(3-21) 

We prevent the possibility of a collision between two conflicting movements (𝑖, 𝑗) ∈ 𝐶𝐹, 

where C𝐹 is the set of all conflicting movements at an intersection. Based on Constraints (3-22), 

only one of the two conflicting movements (𝑖, 𝑗) ∈ 𝐶𝐹 gets the green time at a time. 

𝑔𝑖
𝑡 + 𝑔𝑗

𝑡 ≤ 1,  ∀ (𝑖, 𝑗) ∈ 𝐶𝐹 , 𝑡 ∈  𝑇 
(3-22) 

The green duration for each approach of the intersection is limited between a minimum 

green time 𝐺𝑚𝑖𝑛
𝑖  and a maximum green time 𝐺𝑚𝑎𝑥

𝑖  by Constraints (3-23) and (3-24), respectively.  

∑ 𝑔𝑗
𝑡𝑡+𝐺𝑚𝑎𝑥

𝑖 +1
𝑗=𝑡 ≤ 𝐺𝑚𝑎𝑥

𝑖 ,      ∀ 𝑖 ∈ 𝐶𝐼 , 𝑡 < 𝑇 − 𝐺𝑚𝑎𝑥
𝑖  (3-23) 

∑ 𝑔𝑗
𝑡𝑡+𝐺𝑚𝑖𝑛

𝑖

𝑗=𝑡+1 ≥ (𝑔𝑖
𝑡+1 − 𝑔𝑖

𝑡)𝐺𝑚𝑖𝑛
𝑖 ,   ∀ 𝑖 ∈ 𝐶𝐼 , 𝑡 ≤ 𝑇 − 𝐺𝑚𝑖𝑛

𝑖  (3-24) 

The set 𝐶𝑅𝑇 is defined as the set of concurrent adjacent right and through movements. 

This set is used in constraints (3-25) to make sure that adjacent right turn and through 

movements receive the same signal plan.  

𝑔𝑖
𝑡 = 𝑔𝑗

𝑡 ,  ∀ (𝑖, 𝑗) ∈ 𝐶𝑅𝑇, 𝑡 ∈ 𝑇 
(3-25) 
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Chapter 4.  Real-Time Solutions for Dynamic Speed Harmonization 

Problem Introduction 

4.1 Introduction 
In this chapter, we use distributed optimization techniques to optimize the advisory 

speeds of CAVs in real-time. The proposed problem formulation for the speed harmonization 

problem, with or without signal timing cooperation, is not scalable to different network sizes or 

long study periods due to an excessive number of continuous and integer decision variables. 

Hence, developing Distributed Optimization and Coordination Algorithms for Dynamic Speed 

Harmonization (DOCA-DSH) provides an opportunity for finding real-time and near-optimal 

solutions in large-scale urban street networks. Distributed optimization decomposes the network-

level problem into several subnetwork-level subproblems to reduce the problem complexity. 

Distributed coordination among different subnetworks helps push local solutions toward the 

global optimal solution. We also utilize model predictive control (MPC) to provide a consensus 

between subproblems and take into account the dynamic fluctuations in traffic demand and 

capacity. 

4.2 Distributed optimization 
To reduce the computational complexity of the problem, Distributed optimization 

decomposes the network into smaller subnetworks. Decomposing the network into intersection-

level subnetworks let the intersection controllers adjust the speed limits on the upstream and 

downstream cells in addition to signal timing parameters at each intersection (Islam et al., 2020; 

Islam and Hajbabaie, 2017; Mehrabipour and Hajbabaie, 2017). In this decomposition, the links 

that connect two intersections are broken and the dummy source and sink cells are added to each 

segment. Figure 4-1.a shows a two-intersection network, where the links connecting cell 7 to 8 

and cell 21 to 22 are cut. Therefore, the network is divided into intersections 1 and 2. This 

breaking is equivalent to relaxing the following constraints:  

 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + ∑ 𝑦𝑢𝑖
𝑡

𝑢∈Γ𝑖
−1

− ∑ 𝑦𝑖𝑗
𝑡

𝑗∈Γ𝑖

 ∀ 𝑖 ∈ {7,8,21,22}, 𝑡 ∈ 𝑇 (4-1)  

∑ 𝑦𝑖𝑗
𝑡

𝑗∈𝛤𝑖

≤ 𝑄𝑖 ∀ 𝑖 ∈ {7,21}, 𝑡 ∈ 𝑇 (4-2)  

∑ 𝑦𝑖𝑗
𝑡

𝑖∈𝛤𝑗
−1

≤ 𝑄𝑗 
∀ 𝑗 ∈ {8,22}, 𝑡 ∈ 𝑇 (4-3)  

∑ 𝑦𝑖𝑗
𝑡

𝑖∈𝛤𝑗
−1

≤
𝑊

𝑣𝑓
(𝑁𝑗 − 𝑥𝑗

𝑡) ∀ 𝑗 ∈ {8,22}, 𝑡 ∈ 𝑇 (4-4)  

𝑧𝑖𝑗
𝑡 − 𝑢𝑖𝑗

𝑡+1 = (𝑥𝑖
𝑡 − ∑ 𝑦𝑖𝑝

𝑡

𝑝∈  Γ𝑖

) − (𝑥𝑗
𝑡+1 − ∑ 𝑦𝑗𝑘

𝑡+1

𝑘∈  Γ𝑗

) 
∀ 𝑖 ∈ {6,7,20,21}, 

 𝑗 ∈ {7,8,21,22}, 𝑡 ∈ T 
(4-5)  
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Figure 4-1.b shows the two intersections after adding dummy source and sink cells. 

Dummy source and sink cells 22’ and 8’’ were added to intersection 1, respectively. Similarly, 

dummy source and sink cells 8’ and 22’’ were added to intersection 2. 

 

  
a) before decomposition 

 

 
b) after decomposition 

 Decomposition of two-intersection network 

To formulate the subproblems, we define 𝑆 as the set of all intersections. Furthermore, 

sets 𝐶𝑆𝐷
𝑛  and 𝐶𝑅𝐷

𝑛  are introduced as the set of all dummy source and dummy sink cells, 

respectively at intersection 𝑛 ∈ 𝑆. After the decomposition, the original problem is presented as 

the following LP for each intersection 𝑛 ∈ 𝑆: 
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Max [𝛼 ∑ ∑ 𝑥𝑖
𝑡

𝑖∈{𝐶𝑆
𝑛∪𝐶𝑆𝐷

𝑛 }𝑡∈𝑇

− (1 − 𝛼) ∑ ∑ ∑ (𝑧𝑖𝑗
𝑡 + 𝑢𝑖𝑗

𝑡+1)

𝑗∈ {i, Γ𝑖}𝑖∈𝐶\{𝐶𝑆
𝑛∪𝐶𝑆𝐷

𝑛 }𝑡∈𝑇

] (4-6) 

s.t. 

𝑥𝑟
𝑡+1 = 𝐷𝑟

𝑡 + 𝑥𝑟
𝑡 − ∑ 𝑦𝑟𝑗

𝑡

𝑗∈Γ𝑖

 ∀ 𝑟 ∈ {𝐶𝑅
𝑛 ∪ 𝐶𝑅𝐷

𝑛 }, 𝑡 ∈ 𝑇 (4-7) 

𝑥𝑠
𝑡+1 = 𝑥𝑠

𝑡 + ∑ 𝑦𝑖𝑠
𝑡

𝑖∈Γ𝑠
−1

 ∀ 𝑠 ∈ {𝐶𝑆
𝑛 ∪ 𝐶𝑆𝐷

𝑛 }, 𝑡 ∈  𝑇 (4-8) 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + ∑ 𝑦𝑢𝑖
𝑡

𝑢∈Γ𝑖
−1

− ∑ 𝑦𝑖𝑗
𝑡

𝑗∈Γ𝑖

 ∀ 𝑖 ∈ 𝐶𝑛\{𝐶𝑆
𝑛 ∪ 𝐶𝑆𝐷

𝑛 ∪ 𝐶𝑅
𝑛 ∪ 𝐶𝑅𝐷

𝑛 } 

, 𝑡 ∈ 𝑇 
(4-9) 

∑ 𝑦𝑖𝑗
𝑡

𝑗∈𝛤𝑖

≤ 𝑥𝑖
𝑡 ∀ 𝑖 ∈ 𝐶𝑛\{𝐶𝑆

𝑛 ∪ 𝐶𝑆𝐷
𝑛 }, 𝑡 ∈ 𝑇 (4-10) 

∑ 𝑦𝑖𝑗
𝑡

𝑗∈𝛤𝑖

≤ 𝑄𝑖 ∀ 𝑖 ∈ 𝐶𝑛\{𝐶𝑆
𝑛 ∪ 𝐶𝑆𝐷

𝑛 }, 𝑡 ∈ 𝑇 ((4-11) 

∑ 𝑦𝑖𝑗
𝑡

𝑖∈𝛤𝑗
−1

≤ 𝑄𝑗 
∀ 𝑗 ∈ 𝐶𝑛\{𝐶𝑅

𝑛 ∪ 𝐶𝑅𝐷
𝑛 }, 𝑡 ∈ 𝑇 (4-12) 

∑ 𝑦𝑖𝑗
𝑡

𝑖∈𝛤𝑗
−1

≤
W

𝑣𝑓
(𝑁𝑗 − 𝑥𝑗

𝑡) ∀ 𝑗 ∈ 𝐶𝑛\{𝐶𝑅
𝑛 ∪ 𝐶𝑅𝐷

𝑛 }, 𝑡 ∈ 𝑇 (4-13) 

∑ 𝑦𝑖𝑗
𝑡

𝑗∈𝛤𝑖

≤ 𝑓𝑖𝑄𝑖 ∀ 𝑖 ∈ 𝐶𝐼
𝑛, 𝑡 ∈ 𝑇 (4-14) 

𝑦𝑖𝑗
𝑡 = 𝛽𝑗 ∑ 𝑦𝑖𝑘

𝑡

𝑘∈Γ𝑖

 ∀ 𝑗 ∈ 𝐶𝐼
𝑛, 𝑖 ∈ Γ𝑗

−1, 𝑡 ∈ 𝑇 (4-15) 

𝑧𝑖𝑗
𝑡 − 𝑢𝑖𝑗

𝑡+1 = (𝑥𝑖
𝑡 − ∑ 𝑦𝑖𝑝

𝑡

𝑝∈  Γ𝑖

) − (𝑥𝑗
𝑡+1 − ∑ 𝑦𝑗𝑘

𝑡+1

𝑘∈  Γ𝑗

) 
∀ 𝑖 ∈ 𝐶𝑛\{𝐶𝑆

𝑛 ∪ 𝐶𝑆𝐷
𝑛 }, 

 𝑗 ∈  {𝑖,  Γ𝑖}, 𝑡 ∈ 𝑇 
(4-16) 

𝑧𝑖𝑗
𝑡 ≥ 0 ∀ 𝑖 ∈ 𝐶𝑛\{𝐶𝑆

𝑛 ∪ 𝐶𝑆𝐷
𝑛 }, 𝑗 ∈  {𝑖,  Γ𝑖}, 𝑡 ∈ 𝑇 (4-17) 

𝑢𝑖𝑗
𝑡 ≥ 0 ∀ 𝑖 ∈ 𝐶𝑛\{𝐶𝑆

𝑛 ∪ 𝐶𝑆𝐷
𝑛 }, 𝑗 ∈  {𝑖,  Γ𝑖}, 𝑡 ∈ 𝑇 (4-18) 

𝑥𝑖
𝑡 ≥ 0 ∀ 𝑖 ∈ 𝐶𝑛, 𝑡 ∈ 𝑇 (4-19) 

𝑦𝑖𝑗
𝑡 ≥ 0 ∀ 𝑖 ∈ 𝐶𝑛\{𝐶𝑆

𝑛 ∪ 𝐶𝑆𝐷
𝑛 }, 𝑗 ∈ Γ𝑖, 𝑡 ∈ 𝑇 (4-20) 
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It should be noted that the signal timing constraints (3-19)-(3-25) can also be added to 

each intersection subproblem to find the optimal signal timing plan in addition to the average 

speed of vehicles around the intersection.   

4.3 Distributed coordination 
The spatial decomposition of the network lets solve the dynamic speed harmonization 

problems separately for the corresponding subnetworks. However, solving the DSH problem for 

a subnetwork will not yield a network-wide optimal solution without considering the condition 

of the adjacent subnetworks. As a result, the DSH formulation should be modified to include the 

necessary information from the neighboring segments. Since the connected vehicle environment 

provides an opportunity for infrastructure to infrastructure communications, the controllers can 

share the required information. Coordination between neighboring subnetworks can be achieved 

by sharing the following information: 

• The outflow from the upstream subnetwork, 

• The available capacity of receiving cell at the downstream subnetwork, 

• The average speed of the receiving cell at the downstream subnetwork, 

• The signal status at the downstream intersection cell. 

To formulate the DSH problem for a decomposed network, 𝑆 is introduced as the set of 

all subnetworks in the network. For subnetwork 𝑛 ∈ 𝑆, parameter 𝐷′𝑟
𝑡,𝑛

 is introduced for cell 𝑟 ∈

𝐶𝑅𝐷, which represents the inflow from the subnetwork upstream of 𝑛. Parameter  𝑁′𝑖
𝑡,𝑛

 is also 

introduced as the available capacity of the receiving cell 𝑖 ∈ 𝐶𝑆𝐷 at subnetwork downstream of 𝑛. 

In addition, 𝑉′𝑖
𝑡,𝑛

 is defined as the difference of the occupancy and outflow (𝑥′𝑗
𝑡 − ∑ 𝑦′𝑗𝑘

𝑡
𝑘 ) at the 

receiving cell 𝑖 ∈ 𝐶𝑆𝐷 at subnetwork downstream of 𝑛. Parameter 𝑓′𝑖
𝑡,𝑛

 represents the status of 

the signal at the intersection located at downstream of cell 𝑖 ∈ 𝐶𝑆𝐷. When the signal is green, it 

takes the value one and zero, otherwise. We modified the first term of the objective function (4-

21) to maximize the number of completed trips only when the receiving downstream 

intersections have a green signal, as follows:  

𝛼 (∑ ∑ 𝑥𝑖
𝑡

𝑖∈𝐶𝑆
𝑛𝑡∈𝑇

+ ∑ ∑ ∑ 𝑓𝑗
𝑡,𝑛𝑥𝑖

𝑡

𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷
𝑛𝑡∈𝑇

) ∀ 𝑛 ∈ S (4-21) 

In the second term of the objective function, the difference of occupancy and outflow at 

two consecutive cells at two subsequent time steps are minimized. To consider the speed 

harmonization between two divided subnetworks, the difference of the occupancy and outflow of 

cell  𝑖 ∈ 𝛤𝑗
−1 where 𝑗 ∈ 𝐶𝑆𝐷 is minimized with that difference at cell 𝑗 ∈ 𝐶𝑆𝐷 in the upstream 

subnetwork. Therefore, we added the following term to the objective function of each 

intersection to take into account the speed difference minimization of cells connected with 

broken links: 

∑ ∑ ∑ |(𝑥𝑖
𝑡 − ∑ 𝑦𝑖𝑝

𝑡

𝑝

) − (𝑥̂𝑗
𝑡 − ∑ 𝑦̂𝑗𝑝

𝑡

𝑝

)|

𝑖∈𝛤𝑗
−1𝑗∈𝐶𝑆𝐷

𝑛𝑡∈𝑇

 ∀ 𝑛 ∈ S (4-22) 

As a result, equation (4-23) shows the modified objective function of DSH problem 

considering the above-mentioned changes. 
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𝑍𝑛 = Max (𝛼 (∑ ∑ 𝑥𝑖
𝑡

𝑖∈𝐶𝑆
𝑛𝑡∈𝑇 + ∑ ∑ ∑ 𝑓𝑗

𝑡,𝑛𝑥𝑖
𝑡

𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷
𝑛𝑡∈𝑇 ) − (1 −

𝛼) (∑ ∑ ∑ |(𝑥𝑖
𝑡 − ∑ 𝑦𝑖𝑝

𝑡
𝑝 ) − (𝑥𝑗

𝑡+1 − ∑ 𝑦𝑗𝑘
𝑡+1

𝑘 )|𝑗∈ {i, Γ𝑖}𝑖∈𝐶𝑛\{𝐶𝑆
𝑛 ∪ 𝐶𝑆𝐷

𝑛  ∪ 𝐶𝑅𝐷
𝑛 }𝑡∈𝑇 +

∑ ∑ ∑ |(𝑥𝑖
𝑡 − ∑ 𝑦𝑖𝑝

𝑡
𝑝 ) − (𝑥̂𝑗

𝑡 − ∑ 𝑦̂𝑗𝑝
𝑡

𝑝 )|𝑖∈𝛤𝑗
−1𝑗∈𝐶𝑆𝐷

𝑛𝑡∈𝑇 ))  

∀ 𝑛 ∈ S (4-23) 

We also add constraints (4-24)-(4-25) to the problem to ensure the conservation of flow 

at dummy source cells and dummy sink cells, respectively. We define 𝐷̂𝑖
𝑡,𝑛

 as the entry demand 

to dummy source cell 𝑖 ∈ 𝐶𝑅𝐷
𝑛  in intersection 𝑛 ∈ 𝑆 at time step 𝑡 ∈ T. The demand at dummy 

source cell is equal to the flow 𝑦̂𝑢𝑖
𝑡  where 𝑢 ∈ Γ𝑖

−1 as shown below:  

𝐷̂𝑖
𝑡,𝑛 = 𝑦̂𝑢𝑖

𝑡  ∀ 𝑖 ∈ 𝐶𝑅𝐷
𝑛 , 𝑡 ∈ 𝑇, 𝑛 ∈ 𝑆 

(4-24) 

Moreover, the capacity 𝑁̂𝑖
𝑡,𝑛

of dummy sink cell 𝑖 ∈ 𝐶𝑆𝐷
𝑛  at intersection 𝑛 ∈ 𝑆 is measured 

as the available capacity of the downstream cell with respect to the broken links, see equation (4-

25).  

𝑁̂𝑖
𝑡,𝑛 =

𝑤

𝑣𝑓
(𝑁𝑖

𝑡 − 𝑥̂𝑖
𝑡) ∀ 𝑖 ∈ 𝐶𝑆𝐷

𝑛
, 𝑡 ∈ 𝑇, 𝑛 ∈ 𝑆 

(4-25) 

We also add constraints (4-26) to ensure that the outflow of a subnetwork is less than the 

available capacity of the downstream subnetwork.  

∑ 𝑦𝑖𝑗
𝑡

𝑖∈𝛤𝑗
−1

≤ 𝑁̂𝑗
𝑡,𝑛 

∀ 𝑗 ∈ 𝐶𝑆𝐷
𝑛 , 𝑡 ∈ 𝑇, 𝑛 ∈ S (4-26) 

We run a Modified CTM (MCTM) simulation to coordinate the solution of all 

subproblems and predict the information to be shared among all controllers in the network. The 

MCTM simulation receives the controllers’ optimal speeds and finds the coordinated occupancy 

and flows over the entire network. Changing the average speed in a network is associated with a 

change in the corresponding flow. Therefore, we adjust the cell outflow to achieve the optimal 

speed through equations (4-27) to (4-29).  

𝑦𝑖𝑗
𝑡 = min {𝑥𝑖

𝑡 , 𝑄𝑖 , 𝑄𝑗,
𝑤

𝑣𝑓
(𝑁𝑗 − 𝑥𝑗

𝑡), ∑ 𝑦̂𝑖𝑗
𝑡

𝑗∈Γ𝑖
}, 

∀𝑖 ∈ 𝐶\{𝐶𝑠, 𝐶𝐼 , 𝐶𝑑}, 𝑗 ∈  Γ𝑖, 

 𝑡 ∈ 𝑇  
(4-27) 

𝑦𝑖𝑗
𝑡 = 𝛽𝑗min {𝑥𝑖

𝑡 , 𝑄𝑖 ,
𝑄𝑗

𝛽𝑗
,

𝑤

𝑣𝑓
(𝑁𝑗−𝑥𝑗

𝑡)

𝛽𝑗
,

𝑄𝑘

𝛽𝑘
,

𝑤

𝑣𝑓
(𝑁𝑘−𝑥𝑘

𝑡 )

𝛽𝑘
, ∑ 𝑦̂𝑖𝑗

𝑡
𝑗∈Γ𝑖

}, 
∀𝑖 ∈ 𝐶𝑑, 𝑗 ∈  Γ𝑖, 𝑘 ∈  Γ𝑖, 𝑗 ≠
𝑘, 𝑡 ∈ 𝑇 

(4-28) 

𝑦𝑖𝑗
𝑡 = min {𝑥𝑖

𝑡 , 𝑓𝑖, 𝑄𝑗,
𝑤

𝑣𝑓
(𝑁𝑗 − 𝑥𝑗

𝑡), ∑ 𝑦̂𝑖𝑗
𝑡

𝑗∈Γ𝑖
}, ∀𝑖 ∈ 𝐶𝐼 , 𝑗 ∈  Γ𝑖, 𝑡 ∈ 𝑇 (4-29) 

 

Finding the adjusted link flows allows finding the optimal occupancies using the flow 

conservation equalities (3-4). Therefore, the parameters regarding the outflow and the available 

capacity are extracted from the simulation results and will be transferred to the corresponding 

subnetwork controller. 



18 

4.4 DOCA-DSH framework 
To account for unforeseen changes in traffic conditions and reduce the problem 

complexity, we integrated the DOCA-DSH in a model predictive control framework, where the 

problem is solved repeatedly over a prediction horizon 𝜏. Then, the solution for the first time step 

is applied to the system and the time horizon will be rolled forward for one time step. We 

continue the process until the study period is finished. The general framework for DOCA-DSH 

approach is shown in Figure 4-2. We solve the DSH problem for each subnetwork over a 

prediction horizon. Then, the controller at each subnetwork will find the optimal speeds of 

approaching CAVs and share them with the MCTM simulator. MCTM finds feasible flows in the 

system and shares the required information with subnetworks. Again each subproblem will be 

solved.  

 

 

 Information flow in Distributed Optimization and Coordination  
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Chapter 5.  Case Study and Numerical Results 

5.1 Case study network 
We analyzed three example networks with eight (4 × 2), twenty (4 × 5), and forty 

(8 × 5) intersections to show the effects of dynamic speed harmonization on traffic operations 

transportation networks. We considered a portion of downtown Springfield, Illinois as the main 

case study network to evaluate the proposed dynamic speed harmonization methodologies. The 

Springfield network is shown in Figure 5-1, where there are 20 intersections with a combination 

of one-way and two-way streets. Table 5-1 shows the general characteristics of this network. 

Four different demand patterns were considered as flow: 

• Undersaturated symmetric (500 veh/hr/ln), 

• Saturated symmetric (900 veh/hr/ln), 

• Oversaturated symmetric (1200 veh/hr/ln), and  

• Asymmetric dynamic demand pattern, see Figure 5-2. 

 

 

 Downtown Springfield, Illinois that is used as the case study network 
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Table 5.1: Characteristics of Springfield network in CTM 

 

 

 

 

 

 

 

 

 Time-variant demand profile 

5.2 Implementation of the algorithm in Vissim 
We used Vissim (PTV Group, 2013) to implement the proposed speed harmonization 

technique in a simulated environment. Figure 5-3 shows the general implementation procedure. 

The Component Object Model (COM) interface is utilized to establish communication between 

vehicles and signal controllers. Particularly, vehicles’ location and speed data are passed to 

DOCA via the COM interface. Then the DSH optimization is solved, and optimal signal timing 

and speed variables are sent back to Vissim to be implemented in the simulated network.  

Link data  

Number of lanes per link 1, 2, or 3 

Maximum free-flow speed (mph) 30 

Link saturation flow (veh/hour/lane) 1800 

Optimization period (time steps) 500 

Prediction period (time steps) 15 

Duration of each time step (seconds) 6 

Number of cells 342 

Cell jam density (veh/cell/lane) 12 

Cell saturation flow (veh/cell/ lane) 3 

Signal timing parameters  

Maximum green for through (seconds) 60 

Minimum Green time for through (seconds) 18 

Maximum green for left turn (seconds) 24 

Minimum green for left turn (seconds) 6 
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 Vissim COM interface to apply the optimized signal timings and speeds 

5.3 Analysis scenarios  
The penetration rate of connected and automated vehicles is assumed to be 100%. The  

following scenarios are considered:   

1. No Speed Harmonization: This scenario shows the network performance without 

providing advisory speeds to vehicles.  

2. Dynamic Speed Harmonization (DSH): We used the proposed speed harmonization 

technique in Chapter 3 to find the optimal advisory speed. This scenario shows the 

network performance once the optimal speeds are found centrally over the entire analysis 

period.  

3. Distributed Optimization and Coordinated Algorithms for Dynamic Speed Harmonization  

(DOCA-DSH): This scenario is designed to evaluate the efficiency of the distributed and 

coordination algorithms for speed harmonization in Chapter 4.  

4. Cooperative Signal Timing and  Speed Optimization (CSSH): This scenario is designed 

to coordinate signal controllers with the arrival speed of approaching vehicles.  

5.4 Dynamic speed harmonization performance 
In this section, the effects of dynamic speed harmonization on network performance are 

studied. Figure 5-4 shows the time-varying network-level space mean speed for two different 

scenarios with and without speed harmonization. 

When the demand is as low as 500 veh/hr/ln, the network is in uncongested conditions, 

therefore the speed harmonization strategy increased the average speed at intersection cells for 

all time periods. Besides, the average speeds on ordinary cells are shown to be less than the not-

harmonized cases. The speed harmonization reduces the average speed on the cells before the 

intersection to adjust the speed of vehicles and prevent unnecessary stops at intersection cells. 

Reducing the average speed helps reduce the variations of the speeds in the ordinary cells.  

When the demand is increased to 900 veh/hr/ln, the network reaches congestion level and 

speed variations over the network are reduced. Speed harmonization increased the average 

speeds on the intersection cells in comparison with the not-harmonized case, but the difference 

of the speeds is less than what was observed in the un-congested conditions. Besides, the average 

and variation of speed are less at ordinary cells. It should be noted that the simulation starts with 

Vissim COM Interface

Network Analysis

• Network throughput

• Network travel time

• Number of stops 

Vissim Simulation

• Set signal timings

• Adjust vehicle desired speeds

Get the information of vehicle states 

(location, speed, etc)

Solve optimization problem

Find the optimal signal timing and 

speed
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the maximum free-flow speed in the not-harmonized case, and average speeds reduce over time 

as call occupancy in the network increases.  

 

 

 The comparison of speed variations on the network with different demand patterns 
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When the network gets more congested (i.e. 1200 veh/hr/ln demand), the average speeds 

of vehicles for two scenarios are closer to each other because there is not much room to reduce 

the speed variation. The case with the introduced time-variant demand profile confirms the 

results of the previous cases as well. 

The distribution of average speed over the network is shown in Figure 5-5  for different 

demand patterns. When the speed is harmonized, the average speed at intersections is higher, 

while the average speeds are reduced at some links of the network before reaching the 

intersections to prevent excessive stops at intersections. Moreover, when the network becomes 

more congested, the average speed decreases in the cases without speed harmonization. 

However, this reduction is less when the speed harmonization strategy is applied. 
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 Distribution of the average speed over the network 

As discussed in Chapter 3, there is a trade-off between minimizing the variation of speed 

and maximizing the throughput in the objective function of the proposed formulation. A series of 
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sensitivity analyses are performed to find the appropriate value for alpha in the formulation to 

account for the trade-off.  Figure 5-6 shows the variation of the travel time, average speed, and 

the variance of speed over the entire network. To find the appropriate value for alpha, the trade-

off between total travel time and the variance of the speed is considered. As Figure 5-6 

illustrates, by increasing the value of alpha, the travel time decreases, and the average speed and 

variance of space mean speed increase. This observation is expected as higher values of alpha 

give more weight to maximizing the network throughput, which yields a lower travel time. In 

addition, we can observe that there is a negative association between travel time and speed 

variance. We set the value of alpha equal to 0.95 and summarized the mobility performance 

results in the Springfield network for different demand patterns in Table 5-2. 

 

 

 

 The relationship between travel time, average speed, and speed variance in the network with alpha 

Speed harmonization is less effective when the network is uncongested; because most of 

vehicles are moving with speeds close to the free-flow speed. As Table 5-2 indicates, the travel 

time is not reduced when the speed is harmonized in comparison with the non-harmonized case. 

The average speed and the number of completed trips are reduced slightly. However, the 

variance of the speed and number of stops are reduced remarkably. As shown in Figure 5-4, 

speed harmonization increases the average speed at intersection cells in comparison with the not-

harmonized case. Therefore, the number of unnecessary stops are decreased. In other words, the 

number of observations with a space mean speed of zero is decreased, which leads to a reduction 

in speed variance. 

Speed harmonization becomes more effective when the network is in near saturation 

traffic conditions. When the demand is 900 veh/hr/ln, the total travel time is reduced by about 

5.4%. In addition, the average speed and network throughput are increased by 6% and 4%, 

respectively. The speed variance decreased by 26%. As expected, the number of stops decreased 

significantly as well.  
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When traffic demand is 1200 veh/hr/ln, the travel time, speed variance, and number of 

stops are reduced by 1.5%, 19.8%, and 18.5%, respectively. The same trends were observed with 

the time-varying demand profile.  

Table 5.2: Mobility performance of the network 

 

Figures 5-7 show the comparison between the objective function values of DOCA-DSH 

and the central optimal solutions for the network with twenty intersections. The solutions of 

DOCA-DSH are at most 2.66% different from the global optimal solutions. The solutions of 

DOCA-DSH always provide a lower-bound to the DSH problem. 

 

 Objective values for different demand patterns in the network with 20 intersections (×𝟏𝟎𝟓) 

Demand 

(veh/hr/ln) 
Mobility performance 

Harmonized 

Speed 

Not-

Harmonized 

Speed 

Difference (%) 

500 

Travel time (hour) 53.0 53.0 0.0 

Average speed (mph) 15.4 15.6 -1.2 

Variance (mph2) 140.1 198.4 -29.4 

Number of stops 90954.1 99150.4 -8.3 

Number of completed trips 6197.2 6202.2 -0.1 

900 

Travel time (hour) 155.1 163.9 -5.4 

Average speed (mph) 7.0 6.7 5.9 

Variance (mph2) 90.7 113.7 -20.2 

Number of stops 125560.2 150897.7 -16.8 

Number of completed trips 8032.5 7727.0 4.0 

1200 

Travel time (hour) 267.8 271.9 -1.5 

Average speed (mph) 4.1 4.1 0.1 

Variance (mph2) 59.33 74.0 -19.8 

Number of stops 127750.2 156695.9 -18.5 

Number of completed trips 7980.2 7857.5 1.6 

Time-Variant 

Demand 

Profile 

Travel time (hour) 168.9 172.5 -2.1 

Average speed (mph) 6.4 6.3 0.5 

Variance (mph2) 87.9 111.5 -21.2 

Number of stops 122948.7 146733.2 -16.2 

Number of completed trips 7850.8 7693.3 2.0 
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Moreover, we compared the gaps between DOCA-DSH and the central optimal solution 

in Figure 5-8 when the network size changes. Three networks with eight, twenty, and forty 

intersections were considered over 250 time steps. The results showed that increasing the 

demand and network size are associated with higher optimality gaps.  

 

 

 The optimality gap for the networks with different sizes with a study period of 250 time steps  

We increased the study period to 500 time steps in Figure 5-10. The same trends in terms 

of the optimality gap were observed.  

 

 The optimality gap for the networks with different sizes with a study period of 500 time steps  

The runtimes are derived from solving the algorithm using the CPLEX engine in Java 

environment on a PC with a Core i7 CPU and 24 GB of memory. Figure 5-10 shows the average 

run time for each DOCA-DSH subproblem. The pattern is the same for all different demand 

patterns. The highest observed runtime was 0.53 seconds for each time step implementation. As 

the time step duration is 6 seconds, there is enough time for processing and implementation of 

the proposed approach in real-time situations.  
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 Average runtimes of subproblems 

The runtime is also compared for two different study periods. Table 5-3 shows the total 

runtime for demand of 900 veh/hour/lane when we compared two cases with 250 and 500 time 

steps study period. Increasing the study period was associated with the runtime increase. In 

addition, we observed that there is no association between the size of the network and runtime 

when the study period is fixed.  

Table 5.3: Total runtimes (second) for different sizes and study periods when demand is 900 veh/hour/lane 

 

 

 

 

 

 

 

 

 

The prediction period of MPC and the size of subproblems are other factors that could affect the 

runtime. Therefore, we compared the average runtime when subproblems consist of one, two, 

and three intersections. As Table 5-4 shows, increasing the size of subproblems and prediction 

period length were associated with higher runtimes.  

Table 5.4: Comparing the average runtimes (seconds) for one, two, and three intersection-based subproblems 

Prediction period (seconds) Subproblem size 
 1 Intersection 2 Intersections 3 Intersections 

50 0.51 1.64 2.07 

100 1.31 3.87 7.08 

150 2.23 8.22 13.57 

5.5 Coordinated signal timing and speed harmonization performance 
The cooperative signal timing and speed harmonization strategy is compared with two 

other traffic operations strategies to show its effectiveness. The CSSH strategy is compared with 

Network Time steps DOCA-DSH Central DSH Difference (%) 

8 Intersections 250 123.1 120.4 2.3 

500 252.0 643.3 -60.8 

20 Intersections 250 125.4 386.5 -67.6 

500 272.0 1601.9 -83.0 

40 Intersections 250 132.1 1679.7 -92.1 

500 279.5 12722.9 -97.8 
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(a) speed harmonization and (b) signal timing optimization. Note that signal parameters are 

optimized using genetic algorithms (Hajbabaie, Medina and Benekohal, 2010, 2011; Hajbabaie, 

2012) for the independent speed harmonization scenario before speed harmonization. Moreover, 

the desired speed is assumed to be the free flow speed for all vehicles under independent signal 

timing optimization. 

Table 5-5 provides the detailed network performance for CSSH, independent signal 

timing optimization, and independent speed harmonization strategies in Vissim for the time-

variant demand profile (shown in Figure 5-2). It is shown that coordinated signal timing and 

speed harmonization was able to reduce the travel time, average delay, average number of stops, 

and average delay at stops respectively by 32.5%, 38%, 35.3%, and 42.1% compared to the 

independent speed harmonization. Moreover, it increased the network throughput and average 

speed by 41.4% and 104.2%, respectively. Besides, CSSH could reduce the travel time, average 

delay, average number of stops, and average delay at stops respectively by 1.9%, 5.3%, 28.5%, 

and 5.4% compared to the independent signal timing optimization. In addition, network 

throughput and average speed increased by 1.7% and 3.4%, respectively.  

Table 5.5: The network mobility performances for three scenarios and three demand patterns based on 

Vissim 

Mobility performance 

(3) CSSH (2) 

Signal 

optimization 

(1) 

Speed 

harmonization 
Value 

% Diff to 

(2) 

% Diff to 

(1) 

Travel time (hour) 3533.8 -1.9 -32.5 3600.5 5236.7 

Throughput (vehicle) 15093 1.7 41.4 14839 10671 

Average Delay (sec.) 464.4 -5.3 -38.0 490.5 749.0 

Average speed (mph) 3.9 3.4 104.2 3.8 1.9 

Average number of stops 12.0 -28.5 -35.3 16.9 18.6 

Average delay at stop (sec.) 385.5 -5.4 -42.1 407.5 666.2 

 

Figures 5-11 compare vehicle trajectories between independent signal timing optimization (part 

a) and cooperative signal timing and speed optimization (part b). The trajectories are plotted for 

eastbound Washington St. with three lanes, which consists of five intersections. The results show 

that the movement of vehicles got smoothened and the number of stops was reduced with the 

CSSH strategy. Moreover, we can observe that vehicles that entered the network at the same 

time could leave earlier when the CSSH strategy was applied. 
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a) Signal timing optimization 

 
(b) Coordinated signal and speed harmonization 

 Vehicles trajectories 

We have also shown the optimal signal timing parameters for different movements of 

intersection number 19 in Figure 5-12. Each movement has received enough green time between 

the minimum and maximum values. Note that the time step for signal timing is 6 seconds. 
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 Optimal signal timing parameters at intersection 19 

Figure 5-13 (a)-(c) shows the objective value of CSSH solutions and the corresponding 

upper bound and lower bounds found by the Benders decomposition (Geoffrion, 1972) in the 

undersaturated, saturated, and oversteered conditions, respectively. The solution of DOCA is 

always a lower bound to the global optimal solution since it provides a feasible answer to the 

maximization problem. Therefore, we measure the optimality gap from the difference of the 

upper bound found by the Benders decomposition and the solution of DOCA. The maximum 

optimality gaps observed for the CSSH problem were 4.9%, 5.4%, and 5.2% for the 

undersaturated, saturated, and oversaturated demand levels, respectively. 

 

 

 DOCA and the benchmark solutions objective values (× 𝟏𝟎𝟓) for three demand patterns 

The runtimes for the CSSH problem are also provided in Figure 5-14, where a PC with a 

Core i9 CPU and 64 GB of memory was utilized to solve the problem. The maximum runtime 

for the mixed-integer problem was 2.45 seconds. This means that the algorithm works in real-

time since the implementation period is six seconds. 
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 DOCA runtimes at each intersection node. 
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Chapter 6.  Summary and Conclusions 

Connected and automated vehicle technology provides an opportunity to improve traffic 

operations and reduce travel time in transportation networks. Controlling the speed of vehicles 

not only increases the network capacity but also improves driving comfort by providing a 

“smoother” flow of traffic. Dynamic speed harmonization in urban street networks helps adjust 

the speed of vehicles and consequently their arrival time to signalized intersections. Therefore, 

the number of stops and unnecessary acceleration/deceleration can be reduced significantly, 

which leads to a reduction in travel delay and fuel consumption.  

This project aimed at evaluating the effectiveness of controlling the speed of connected 

and automated vehicles in urban transportation networks. We developed a novel methodology 

for dynamic speed harmonization to improve mobility, especially at signalized intersections. We 

showed that the proposed problem formulation could significantly improve mobility in 

transportation networks by decreasing the travel time (up to 5.4%), speed variance (19.8%-

29.4%), and number of stops (8.3-18.5%), while increasing the average speed (up to 5.9%) and 

number of completed trips (up to 4%) in the tested case studies. 

This research also showed that traffic operations can be further improved by integrating 

signal timing optimization into speed harmonization. This approach helps plan vehicle arrival to 

signalized intersections more accurately, which improves green signal utilization. The results 

showed that cooperative signal timing and speed harmonization could reduce the average delay 

by 38% and 5.3% in comparison with only speed optimization and only signal timing 

optimization, respectively. In addition, the number of stops could be reduced by 35.3% and 

28.5%, respectively. 

This project studied the effects of speed harmonization on traffic operations. Much 

research is devoted to travel time reliability (Aghdashi, Rouphail and Hajbabaie, 2013; Zegeer et 

al., 2014; Aghdashi et al., 2015; Hajbabaie, Aghdashi and Rouphail, 2016). The effects of speed 

harmonization on travel time reliability is an interesting topic to be researched in future studies. 
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	Dynamic speed harmonization (DHS) is a traffic congestion management technique that can improve mobility and safety in transportation networks. It can regulate traffic flow by controlling vehicle speeds and prevent congestion and gridlocks. In particular, optimizing the speed of connected automated vehicles (CAVs) can adjust their arrival time and speed at intersections and significantly reduce the number of stops. However, the computational complexity of dynamic speed harmonization, especially in large-siz
	The introduced speed harmonization strategy in this research aims at minimizing the temporal and spatial variations in speed while maximizing the network throughput. This research developed an analytical mathematical program and introduced a technique that uses the fundamental traffic flow diagram to solve the problem efficiently. Furthermore, a Distributed Optimization and Coordination Algorithm (DOCA) is developed to ensure that speed harmonization works in real-time. DOCA decomposes the network-level pro
	This study integrated signal control in the speed harmonization algorithm to further improve traffic operations. Results showed that coordinated signal timing and speed optimization algorithm reduced the average delay by 5.3% and the average number of stops by 28.5% when compared with independent signal timing optimization in a network of 20 intersections. 
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	Emerging connectivity and automation technologies can be utilized in traffic control systems to improve mobility in transportation networks. Speed harmonization, powered by connectivity and automation technologies, can reduce traffic congestion on urban street networks similar to its observed promising impacts in freeway facilities. For instance, optimal speeds can be assigned to individual vehicles approaching an intersection to facilitates their arrival during the green signal and consequently avoid stops
	In this project, we aim at developing a mathematical program for dynamic speed harmonization in large-sized transportation networks. We also integrate the signal timing optimization into speed harmonization and study how mobility can be improved further.  
	1.1 Problem Statement 
	Several studies have shown the effectiveness of speed harmonization in improving traffic operations; however, they were tested in simplified networks due to the complexity of speed harmonization. It is essential to show the effectiveness of this strategy in a complex network setting with high traffic demand levels by developing an efficient and accurate optimization and prediction model.  
	This project presents a novel methodology to harmonize the speed of CAVs in urban street networks. The methodology is based on a multi-objective optimization program and includes an algorithm to determine advisory speeds in network links dynamically. A mathematical program is developed and linearized using fundamental traffic flow concepts for this purpose. We also take into account stochastic traffic demands and capacities by embedding DSH into a Model Predictive Control (MPC) framework. Finally, we will s
	1.2 Research Objectives 
	The goal of this project is to improve mobility in urban street networks by developing a methodology for dynamic speed harmonization suitable for connected urban street networks. The methodology aims at finding optimal advisory speeds on each transportation link that will be transferred to connected and autonomous vehicles, with the objective of reducing travel time, improving mobility, and harmonizing the speeds at the same time. As such, the methodology can avoid long queues, queue spillovers, and gridloc
	The objective of this research is to study the effects of harmonizing the speed of connected automated vehicles on traffic operations in urban street networks. In particular, this study proposes the use of optimal speed control methods to develop an efficient optimization framework for an effective and fluent movement of CAVs in urban street networks. This study aimed at finding answers to the following fundamental research questions:    
	What is the effect of speed control on the operational performance of connected urban street networks? 
	How cooperative optimization of signal timing plans and speed of CAVs further improves the performance of transportation networks? 
	1.3 Contribution of Research 
	An efficient methodology is required to dynamically control the movement of connected and automated vehicles in urban street networks. However, most of the existing studies focus on static traffic models, which are not responsive to dynamic traffic changes. Therefore, the effect of speed harmonization could not be evaluated accurately in transportation networks. This research develops a novel multi-objective optimization program as well as analytical solution techniques to dynamically control vehicles’ spee
	Moreover, signal timing optimization is incorporated into speed harmonization. Cooperative signal timing and speed optimization can improve traffic operations further. Existing studies showed the effectiveness of cooperative signal and speed optimization only in small networks due to its computational complexity. This study addresses the knowledge gap and provides more insight into the effects of cooperative signal timing and speed optimization in large scale transportation networks. 
	1.4 Report Overview 
	This report includes six chapters. An extensive literature review on existing speed harmonization approaches is discussed in Chapter 2. The mathematical formulation of the speed harmonization program in addition to coordinated signal timing and speed harmonization is detailed in Chapter 3. Chapter 4 provides a distributed optimization and coordination algorithm designed for large-sized urban street networks. Numerical results are provided in Chapter 5 to show the impacts of dynamic speed harmonization on ne
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	2.1 Introduction 
	This chapter presents an extensive review of the available speed harmonization approaches. These approaches are categorized into speed harmonization in freeway facilities, arterial streets, and urban networks. In addition, the studies on cooperative signal timing and speed harmonization are covered. We also describe traffic congestion management studies that used decomposition and distributed techniques to reduce the complexity of traffic modeling and optimization. The details of each category follow.  
	 
	2.2 Speed harmonization in freeway facilities 
	Emerging connectivity and automation technologies can be utilized in traffic control systems to improve mobility in transportation networks. Finding proper signal timing parameters (Hajbabaie and Benekohal, 2011; He, Head and Ding, 2014; Feng et al., 2015; Mohebifard and Hajbabaie, 2019; Islam, Aziz and Hajbabaie, 2020; Tajalli, Mehrabipour and Hajbabaie, 2020), optimizing traffic metering rates on freeway facilities or urban street networks metering (Hajbabaie and Rahim Benekohal, 2011; Medina, Hajbabaie a
	Several studies considered the effects of variable speed limit (VSL) on safety, environmental, and mobility measures in freeway facilities. The initial purpose of VSL was to improve safety in work zones and under inclement weather conditions (Robinson, 2000). VSL can reduce the speed limit upstream of a crash-prone location and increase it downstream of that location (Abdel-Aty, Dilmore and Dhindsa, 2006).  VSL is shown to increase the average headway and to decrease speed mean and variance (Ha, Kang and Pa
	Generally, there are two approaches to implement VSL in freeway facilities: reactive and proactive. Reactive methods wait for activation criteria in a downstream bottleneck to activate VSL upstream of it (Malikopoulos et al. 2016, Burgess 2008). Therefore, VSL is activated after congestion detection and there would be a lag to manage the congestion (Khondaker and Kattan, 2015). To address this issue, proactive approaches are presented to predict the onset of congestion in near future and apply appropriate s
	Several mathematical programs are developed aiming at minimizing travel time, the variance of the speeds, or the density on a specific section of the road via proactive control 
	strategies (Malikopoulos et al., 2016). Model predictive control is an appropriate approach to implement proactive VSL strategies (Hegyi et al. 2005, Camacho & Bordons 2012, van de Weg et al. 2015). As a result of implementing proactive VSL on freeway facilities, Khondaker & Kattan (2015) showed 20%, 11%, and 16% improvements in total travel time, time to collision, and fuel consumption, respectively assuming a fleet of 100% connected vehicles. Furthermore, Grumert et al. (2015) considered VSL to assign spe
	 
	2.3 Dynamic speed harmonization in arterial streets 
	Information on the trajectory of approaching vehicles and upcoming signal timing plans is used in recent studies to provide vehicles with optimal advisory speeds that reduce the likelihood of stopping at intersections thus reduce fuel consumption. In addition, providing advanced knowledge of signal phasing and timing (SPaT) information to vehicles has been shown improvement in traffic safety, mobility, and fuel consumption efficiency (Asadi and Vahidi, 2010; He, Liu and Liu, 2015; HomChaudhuri, Vahidi and P
	DSH systems can provide advisory speeds to individual vehicles (Almqvist, Hydén and Risser, 1991) or the platoon leader (Sanchez, Cano and Kim, 2006), where second ordered traffic flow models could be used to find the optimal acceleration and deceleration rates corresponding to each vehicle in the network (Mandava, Boriboonsomsin and Barth, 2009). Wei et al. (2017) illustrated that controlling the speed of leading vehicle in a platoon would be enough to effectively manage the traffic congestion and increase
	 
	2.4 Dynamic speed harmonization in urban networks 
	Wang (2013) investigated the impact of harmonized speeds on transportation networks from a macroscopic perspective in combination with static traffic assignment. A bi-level formulation is used, where the upper level finds the best speed limit for predefined links, and based on that, the lower level solves static user equilibrium traffic assignment. The solutions found by this approach did not necessarily yield a reduction in travel time.  
	Moreover, Yan et al. (2015) considered a traffic assignment problem in a network with a stochastic travel time function and a degradable link capacity. Based on this study, a function is provided to activate a speed limit on a link based on its actual capacity. This study showed that reducing the speed limit leads to a reduction in the variance of speed over the network. However, the average speed may increase or decrease. Yang et al. (2013) investigated finding optimal 
	speed limits on network links using a three-objective bi-level programming. In the first level, the speed limit is found by solving a user equilibrium traffic assignment problem and the second level takes care of system travel time, estimated number of accidents, and traffic emissions. All mentioned studies included a static traffic assignment component, as such, they cannot consider traffic flow dynamics that exists in real-world transportation networks.  
	Zhu & Ukkusuri (2014) studied dynamic speed limit control in a connected vehicle environment. They considered a trade-off between the travel time and emissions to find the optimal speed at each link of the transportation network. Markov Decision processes were used to find the speed limit at each link and at each time step. This study reduced the total travel time and emissions by 18% and 20%, respectively compared to not controlling the speed limits dynamically.  
	2.5 Coordinated signal timing and speed harmonization 
	In addition to optimizing vehicle speeds in transportation network based on fixed signal timing, some studies considered optimizing both signal timing and vehicles’ speed cooperatively. For instance, Hao et al. (2015) considered an eco-driving strategy to be applied on an actuated signalized intersection by taking into account the minimum and maximum times to the next phase. The simulation results showed a significant reduction in fuel consumption by 12%.  Li et al. (2014) optimized signal timing plans in c
	2.6 Strategies to reduce the computational complexity of traffic control problems  
	Harmonizing the speed of vehicles in large urban street networks is computationally complex and requires strategies that reduce the complexity of the problem. In general, decentralization, decomposition, and distribution methods are used for this purpose. More explanations follow:  
	 
	2.6.1 Decomposition approaches for traffic control 
	Decomposition approaches have been used widely to solve complex transportation engineering problems (Hajibabai and Ouyang, 2013; Hajibabai and Saha, 2019; Mehrabipour, Hajibabai and Hajbabaie, 2019; Amir Mirheli and Hajibabai, 2020). Tettamanti & Varga (2010) integrated this approach in MPC to optimize signal timing parameters by minimizing queue length at intersections. They iteratively solved the problem and determined the Lagrangian multipliers to find near-optimal signal timing plans. Testing the propos
	To improve the convergence of the Lagrangian relaxation technique, the Alternating Direction Method of Multiplier (ADMM) approach is introduced (Boyd et al., 2011). Timotheou et al. (2015) used ADMM and solved the signal timing optimization problem by decomposing the network of four intersections and achieved solutions with an 8% optimality gap. 
	 
	2.6.2 Distributed Optimization and Coordination Algorithms (DOCA) for traffic control 
	Most of the reviewed studies developed problem decomposition solution techniques, but still, need a central controller to find the solution for each subproblem and coordinate them. The advancement of connected and automated technologies enables utilizing distributed techniques, where a controller could be assigned to each subproblem without the presence of a central controller. As a result, the controllers can communicate with each other and share the required information through a communication environment
	2.7 Summary 
	The review of the literature indicates that most network-level speed harmonization problems are formulated with static traffic models. Therefore, they do not consider dynamic traffic changes in the network. Besides, they are not scalable with the size of the transportation network and cannot find optimal solutions in real-time. As a result, they might not be suitable for real-world applications.  
	Moreover, joint signal timing and speed optimization was not studied in large scale networks due to its high computational complexities. Although decomposition techniques were able to reduce the problem complexity, they generally could not provide near-optimal solutions. In addition, their application to real-world problems was limited due to their slow convergence.   
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	3.1 Introduction 
	This section presents two formulations for speed harmonization in urban street networks. In the first formulation, advisory speeds are dynamically optimized on each network link while signal timing parameters are predetermined and input to the optimization program. The second formulation optimizes advisory speeds and signal timing parameters cooperatively. Both formulations are based on the cell transmission model (CTM) (Daganzo, 1994), where the time is discretized into short intervals and each network lin
	 
	3.2 Speed harmonization problem 
	The objective function of the optimization program minimizes the difference between space mean speeds in a cell in two subsequent time steps and the differences between space mean speeds in two subsequent cells at the same time. In addition, the cumulative number of completed trips is maximized as suggested by prior research (Medina, Hajbabaie and Benekohal, 2010, 2011; Hajbabaie and Benekohal, 2013, 2015). Equation (3-1) indicates the objective function. We define parameter 𝛾 (vehicle/mph) as factor to gi
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	The fundamental diagram of traffic flow in the cell transmission model is a trapezoid (Daganzo, 1994). Figure 3-1 shows the flow-density relationship in the cell transmission model. In this figure, 𝑘𝑗 is the jam density and 𝑞𝑚𝑎𝑥 is the maximum flow, which is always less than or equal to 𝑤𝑣𝑓𝑘𝑗𝑤+𝑣𝑓. As fundamental relationship of traffic flow suggests, the average space mean speed could be found based on equation (3-2). Considering ∆𝑡 as a time step and ∆𝑥 as the length of a cell, the free flo
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	Constraints (3-4) show the flow conservation constraints for different cells in the network. The Kronecker delta 𝛿𝑖𝑗 takes the value of 1 when 𝑖=𝑗  and zero, otherwise. Based on equations (3-4), the number of vehicles 𝑥𝑖𝑡+1 in cell 𝑖 at time step 𝑡+1 is equal to the number of vehicles 𝑥𝑖𝑡 in that cell, plus the flow entered from all upstream cells 𝑢∈Γ𝑖−1, minus the outflow left to all downstream cells 𝑗∈Γ𝑖 at time step 𝑡.  
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	The flow between two subsequent cells is constrained by cell occupancy at the upstream cell, saturation flow rates, signal status at intersection cells, and available room to receive vehicles at the downstream cell. Constraints (3-5) to (3-9) indicate these limitations. The turning ratios at intersection cells are predefined and are equal to 𝛽𝑗 at cell 𝑗∈𝐶𝐼. These constraints are provided in (3-10). Finally, Constraints (3-11) and (3-12) ensure that the decision variables are non-negative. 
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	3.3 Linear speed control 
	As shown in DSH problem formulation, all constraints are linear and there is no integer variable in the problem. However, the fraction terms (space mean speed is the fraction of flow to occupancy) the absolute value functions in the second term of the objective function make the formulation nonlinear and nonconvex. In addition, the units of different terms in the objective function are not the same. Therefore, the fundamental diagram of traffic flow is used to resolve these issues and reduce the complexity 
	Based on the fundamental diagram of traffic flow, shown in Figure 3-1, space mean speed in cell 𝑖∈𝐶 at time 𝑡∈𝑇 can be measured as the slope of a vector that connects the origin to point 𝑥𝑖𝑡 and 𝑦𝑖𝑗𝑡 on the fundamental diagram. It is assumed that space mean speed in subsequent cell 𝑗∈Γ𝑖 at time 𝑡+1∈𝑇 is equal to the slope of a vector that connects the origin to point 𝑥𝑗𝑡+1 and 𝑦𝑗𝑘𝑡+1 when 𝑘∈Γ𝑗. Figure 3-2 shows these vectors. Minimizing the difference of two speed vectors is equivale
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	As mentioned, the absolute value function in the new objective function is still nonlinear. To linearize it, two auxiliary variables 𝑧𝑖𝑗𝑡 and 𝑢𝑖𝑗𝑡+1 are introduced. Using these two variables, the objective function can be rewritten as equation (3-15). Besides, constraints (3-16) - (3-18) are added to the problem. With these transformations, the nonlinear optimization program is converted to a linear program.  
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	3.4 Cooperative signal timing and speed harmonization 
	Traffic operations can be further improved by jointly optimizing signal timing parameters and advisory speeds. In this section, we present a mathematical program for Coordinated Signal timing and Speed Harmonization (CSSH) in connected urban-street networks, where intersection controllers are connected to each other and to vehicles in the network.  
	Signal controllers at each intersection are in charge of finding the optimal green time duration and phase sequence in addition to optimizing the advisory speeds on intersection links. The speed harmonization formulation presented earlier in this chapter is enhanced by adding new constraints and decision variables to optimize signal timing parameters as well. Let the binary variable 𝑔𝑖𝑡 take on the value of one when the signal is green and zero, otherwise. We use constraints (3-19) to change the saturati
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	We define parameter 𝑓′ as the saturation flow reduction rate to take into account the start-up lost time. We reduce the saturation flow rate of the intersection at the initiation of green time using constraints (3-21).  
	∑𝑦𝑖𝑗𝑡+1≤𝑗∈𝛤𝑖𝑄𝑖𝑡−𝑄𝑖𝑡𝑓′(𝑔𝑖𝑡+1−𝑔𝑖𝑡)  
	∑𝑦𝑖𝑗𝑡+1≤𝑗∈𝛤𝑖𝑄𝑖𝑡−𝑄𝑖𝑡𝑓′(𝑔𝑖𝑡+1−𝑔𝑖𝑡)  
	∑𝑦𝑖𝑗𝑡+1≤𝑗∈𝛤𝑖𝑄𝑖𝑡−𝑄𝑖𝑡𝑓′(𝑔𝑖𝑡+1−𝑔𝑖𝑡)  
	∑𝑦𝑖𝑗𝑡+1≤𝑗∈𝛤𝑖𝑄𝑖𝑡−𝑄𝑖𝑡𝑓′(𝑔𝑖𝑡+1−𝑔𝑖𝑡)  
	∑𝑦𝑖𝑗𝑡+1≤𝑗∈𝛤𝑖𝑄𝑖𝑡−𝑄𝑖𝑡𝑓′(𝑔𝑖𝑡+1−𝑔𝑖𝑡)  

	∀ 𝑖∈𝐶𝐼,  𝑡∈𝑇 
	∀ 𝑖∈𝐶𝐼,  𝑡∈𝑇 

	(3-21) 
	(3-21) 




	We prevent the possibility of a collision between two conflicting movements (𝑖,𝑗)∈𝐶𝐹, where C𝐹 is the set of all conflicting movements at an intersection. Based on Constraints (3-22), only one of the two conflicting movements (𝑖,𝑗)∈𝐶𝐹 gets the green time at a time. 
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	The set 𝐶𝑅𝑇 is defined as the set of concurrent adjacent right and through movements. This set is used in constraints (3-25) to make sure that adjacent right turn and through movements receive the same signal plan.  
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	4.1 Introduction 
	In this chapter, we use distributed optimization techniques to optimize the advisory speeds of CAVs in real-time. The proposed problem formulation for the speed harmonization problem, with or without signal timing cooperation, is not scalable to different network sizes or long study periods due to an excessive number of continuous and integer decision variables. Hence, developing Distributed Optimization and Coordination Algorithms for Dynamic Speed Harmonization (DOCA-DSH) provides an opportunity for findi
	4.2 Distributed optimization 
	To reduce the computational complexity of the problem, Distributed optimization decomposes the network into smaller subnetworks. Decomposing the network into intersection-level subnetworks let the intersection controllers adjust the speed limits on the upstream and downstream cells in addition to signal timing parameters at each intersection (Islam et al., 2020; Islam and Hajbabaie, 2017; Mehrabipour and Hajbabaie, 2017). In this decomposition, the links that connect two intersections are broken and the dum
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	Figure 4-1.b shows the two intersections after adding dummy source and sink cells. Dummy source and sink cells 22’ and 8’’ were added to intersection 1, respectively. Similarly, dummy source and sink cells 8’ and 22’’ were added to intersection 2. 
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	a) before decomposition 
	 
	 
	Figure
	b) after decomposition 
	To formulate the subproblems, we define 𝑆 as the set of all intersections. Furthermore, sets 𝐶𝑆𝐷𝑛 and 𝐶𝑅𝐷𝑛 are introduced as the set of all dummy source and dummy sink cells, respectively at intersection 𝑛∈𝑆. After the decomposition, the original problem is presented as the following LP for each intersection 𝑛∈𝑆: 
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	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛∪𝐶𝑅𝑛∪𝐶𝑅𝐷𝑛} ,𝑡∈𝑇 
	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛∪𝐶𝑅𝑛∪𝐶𝑅𝐷𝑛} ,𝑡∈𝑇 

	(4-9) 
	(4-9) 


	∑𝑦𝑖𝑗𝑡𝑗∈𝛤𝑖≤𝑥𝑖𝑡 
	∑𝑦𝑖𝑗𝑡𝑗∈𝛤𝑖≤𝑥𝑖𝑡 
	∑𝑦𝑖𝑗𝑡𝑗∈𝛤𝑖≤𝑥𝑖𝑡 

	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑡∈𝑇 
	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑡∈𝑇 

	(4-10) 
	(4-10) 


	∑𝑦𝑖𝑗𝑡𝑗∈𝛤𝑖≤𝑄𝑖 
	∑𝑦𝑖𝑗𝑡𝑗∈𝛤𝑖≤𝑄𝑖 
	∑𝑦𝑖𝑗𝑡𝑗∈𝛤𝑖≤𝑄𝑖 

	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑡∈𝑇 
	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑡∈𝑇 

	((4-11) 
	((4-11) 


	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤𝑄𝑗 
	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤𝑄𝑗 
	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤𝑄𝑗 

	∀ 𝑗∈𝐶𝑛\{𝐶𝑅𝑛∪𝐶𝑅𝐷𝑛},𝑡∈𝑇 
	∀ 𝑗∈𝐶𝑛\{𝐶𝑅𝑛∪𝐶𝑅𝐷𝑛},𝑡∈𝑇 

	(4-12) 
	(4-12) 


	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤W𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡) 
	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤W𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡) 
	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤W𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡) 

	∀ 𝑗∈𝐶𝑛\{𝐶𝑅𝑛∪𝐶𝑅𝐷𝑛},𝑡∈𝑇 
	∀ 𝑗∈𝐶𝑛\{𝐶𝑅𝑛∪𝐶𝑅𝐷𝑛},𝑡∈𝑇 

	(4-13) 
	(4-13) 


	∑𝑦𝑖𝑗𝑡𝑗∈𝛤𝑖≤𝑓𝑖𝑄𝑖 
	∑𝑦𝑖𝑗𝑡𝑗∈𝛤𝑖≤𝑓𝑖𝑄𝑖 
	∑𝑦𝑖𝑗𝑡𝑗∈𝛤𝑖≤𝑓𝑖𝑄𝑖 

	∀ 𝑖∈𝐶𝐼𝑛,𝑡∈𝑇 
	∀ 𝑖∈𝐶𝐼𝑛,𝑡∈𝑇 

	(4-14) 
	(4-14) 


	𝑦𝑖𝑗𝑡=𝛽𝑗∑𝑦𝑖𝑘𝑡𝑘∈Γ𝑖 
	𝑦𝑖𝑗𝑡=𝛽𝑗∑𝑦𝑖𝑘𝑡𝑘∈Γ𝑖 
	𝑦𝑖𝑗𝑡=𝛽𝑗∑𝑦𝑖𝑘𝑡𝑘∈Γ𝑖 

	∀ 𝑗∈𝐶𝐼𝑛,𝑖∈Γ𝑗−1,𝑡∈𝑇 
	∀ 𝑗∈𝐶𝐼𝑛,𝑖∈Γ𝑗−1,𝑡∈𝑇 

	(4-15) 
	(4-15) 


	𝑧𝑖𝑗𝑡−𝑢𝑖𝑗𝑡+1=(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝∈  Γ𝑖)−(𝑥𝑗𝑡+1−∑𝑦𝑗𝑘𝑡+1𝑘∈  Γ𝑗) 
	𝑧𝑖𝑗𝑡−𝑢𝑖𝑗𝑡+1=(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝∈  Γ𝑖)−(𝑥𝑗𝑡+1−∑𝑦𝑗𝑘𝑡+1𝑘∈  Γ𝑗) 
	𝑧𝑖𝑗𝑡−𝑢𝑖𝑗𝑡+1=(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝∈  Γ𝑖)−(𝑥𝑗𝑡+1−∑𝑦𝑗𝑘𝑡+1𝑘∈  Γ𝑗) 

	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},  𝑗∈ {𝑖, Γ𝑖},𝑡∈𝑇 
	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},  𝑗∈ {𝑖, Γ𝑖},𝑡∈𝑇 

	(4-16) 
	(4-16) 


	𝑧𝑖𝑗𝑡≥0 
	𝑧𝑖𝑗𝑡≥0 
	𝑧𝑖𝑗𝑡≥0 

	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑗∈ {𝑖, Γ𝑖},𝑡∈𝑇 
	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑗∈ {𝑖, Γ𝑖},𝑡∈𝑇 

	(4-17) 
	(4-17) 


	𝑢𝑖𝑗𝑡≥0 
	𝑢𝑖𝑗𝑡≥0 
	𝑢𝑖𝑗𝑡≥0 

	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑗∈ {𝑖, Γ𝑖},𝑡∈𝑇 
	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑗∈ {𝑖, Γ𝑖},𝑡∈𝑇 

	(4-18) 
	(4-18) 


	𝑥𝑖𝑡≥0 
	𝑥𝑖𝑡≥0 
	𝑥𝑖𝑡≥0 

	∀ 𝑖∈𝐶𝑛,𝑡∈𝑇 
	∀ 𝑖∈𝐶𝑛,𝑡∈𝑇 

	(4-19) 
	(4-19) 


	𝑦𝑖𝑗𝑡≥0 
	𝑦𝑖𝑗𝑡≥0 
	𝑦𝑖𝑗𝑡≥0 

	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑗∈Γ𝑖,𝑡∈𝑇 
	∀ 𝑖∈𝐶𝑛\{𝐶𝑆𝑛∪𝐶𝑆𝐷𝑛},𝑗∈Γ𝑖,𝑡∈𝑇 

	(4-20) 
	(4-20) 




	It should be noted that the signal timing constraints (3-19)-(3-25) can also be added to each intersection subproblem to find the optimal signal timing plan in addition to the average speed of vehicles around the intersection.   
	4.3 Distributed coordination 
	The spatial decomposition of the network lets solve the dynamic speed harmonization problems separately for the corresponding subnetworks. However, solving the DSH problem for a subnetwork will not yield a network-wide optimal solution without considering the condition of the adjacent subnetworks. As a result, the DSH formulation should be modified to include the necessary information from the neighboring segments. Since the connected vehicle environment provides an opportunity for infrastructure to infrast
	• The outflow from the upstream subnetwork, 
	• The outflow from the upstream subnetwork, 
	• The outflow from the upstream subnetwork, 

	• The available capacity of receiving cell at the downstream subnetwork, 
	• The available capacity of receiving cell at the downstream subnetwork, 

	• The average speed of the receiving cell at the downstream subnetwork, 
	• The average speed of the receiving cell at the downstream subnetwork, 

	• The signal status at the downstream intersection cell. 
	• The signal status at the downstream intersection cell. 
	• The signal status at the downstream intersection cell. 
	 Information flow in Distributed Optimization and Coordination  
	 Information flow in Distributed Optimization and Coordination  
	 Information flow in Distributed Optimization and Coordination  





	To formulate the DSH problem for a decomposed network, 𝑆 is introduced as the set of all subnetworks in the network. For subnetwork 𝑛∈𝑆, parameter 𝐷′𝑟𝑡,𝑛 is introduced for cell 𝑟∈𝐶𝑅𝐷, which represents the inflow from the subnetwork upstream of 𝑛. Parameter  𝑁′𝑖𝑡,𝑛 is also introduced as the available capacity of the receiving cell 𝑖∈𝐶𝑆𝐷 at subnetwork downstream of 𝑛. In addition, 𝑉′𝑖𝑡,𝑛 is defined as the difference of the occupancy and outflow (𝑥′𝑗𝑡−∑𝑦′𝑗𝑘𝑡𝑘) at the receiving 
	𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇) 
	𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇) 
	𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇) 
	𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇) 
	𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇) 

	∀ 𝑛∈S 
	∀ 𝑛∈S 

	(4-21) 
	(4-21) 




	In the second term of the objective function, the difference of occupancy and outflow at two consecutive cells at two subsequent time steps are minimized. To consider the speed harmonization between two divided subnetworks, the difference of the occupancy and outflow of cell  𝑖∈𝛤𝑗−1 where 𝑗∈𝐶𝑆𝐷 is minimized with that difference at cell 𝑗∈𝐶𝑆𝐷 in the upstream subnetwork. Therefore, we added the following term to the objective function of each intersection to take into account the speed difference m
	∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇 
	∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇 
	∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇 
	∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇 
	∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇 

	∀ 𝑛∈S 
	∀ 𝑛∈S 

	(4-22) 
	(4-22) 




	As a result, equation (4-23) shows the modified objective function of DSH problem considering the above-mentioned changes. 
	𝑍𝑛=Max(𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇)−(1−𝛼)(∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥𝑗𝑡+1−∑𝑦𝑗𝑘𝑡+1𝑘)|𝑗∈ {i, Γ𝑖}𝑖∈𝐶𝑛\{𝐶𝑆𝑛 ∪ 𝐶𝑆𝐷𝑛 ∪ 𝐶𝑅𝐷𝑛}𝑡∈𝑇+∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇))  
	𝑍𝑛=Max(𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇)−(1−𝛼)(∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥𝑗𝑡+1−∑𝑦𝑗𝑘𝑡+1𝑘)|𝑗∈ {i, Γ𝑖}𝑖∈𝐶𝑛\{𝐶𝑆𝑛 ∪ 𝐶𝑆𝐷𝑛 ∪ 𝐶𝑅𝐷𝑛}𝑡∈𝑇+∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇))  
	𝑍𝑛=Max(𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇)−(1−𝛼)(∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥𝑗𝑡+1−∑𝑦𝑗𝑘𝑡+1𝑘)|𝑗∈ {i, Γ𝑖}𝑖∈𝐶𝑛\{𝐶𝑆𝑛 ∪ 𝐶𝑆𝐷𝑛 ∪ 𝐶𝑅𝐷𝑛}𝑡∈𝑇+∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇))  
	𝑍𝑛=Max(𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇)−(1−𝛼)(∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥𝑗𝑡+1−∑𝑦𝑗𝑘𝑡+1𝑘)|𝑗∈ {i, Γ𝑖}𝑖∈𝐶𝑛\{𝐶𝑆𝑛 ∪ 𝐶𝑆𝐷𝑛 ∪ 𝐶𝑅𝐷𝑛}𝑡∈𝑇+∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇))  
	𝑍𝑛=Max(𝛼(∑∑𝑥𝑖𝑡𝑖∈𝐶𝑆𝑛𝑡∈𝑇+∑∑∑𝑓̂𝑗𝑡,𝑛𝑥𝑖𝑡𝑗∈𝐹𝑖𝑖∈𝐶𝑆𝐷𝑛𝑡∈𝑇)−(1−𝛼)(∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥𝑗𝑡+1−∑𝑦𝑗𝑘𝑡+1𝑘)|𝑗∈ {i, Γ𝑖}𝑖∈𝐶𝑛\{𝐶𝑆𝑛 ∪ 𝐶𝑆𝐷𝑛 ∪ 𝐶𝑅𝐷𝑛}𝑡∈𝑇+∑∑∑|(𝑥𝑖𝑡−∑𝑦𝑖𝑝𝑡𝑝)−(𝑥̂𝑗𝑡−∑𝑦̂𝑗𝑝𝑡𝑝)|𝑖∈𝛤𝑗−1𝑗∈𝐶𝑆𝐷𝑛𝑡∈𝑇))  

	∀ 𝑛∈S 
	∀ 𝑛∈S 

	(4-23) 
	(4-23) 




	We also add constraints (4-24)-(4-25) to the problem to ensure the conservation of flow at dummy source cells and dummy sink cells, respectively. We define 𝐷̂𝑖𝑡,𝑛 as the entry demand to dummy source cell 𝑖∈𝐶𝑅𝐷𝑛 in intersection 𝑛∈𝑆 at time step 𝑡∈T. The demand at dummy source cell is equal to the flow 𝑦̂𝑢𝑖𝑡 where 𝑢∈Γ𝑖−1 as shown below:  
	𝐷̂𝑖𝑡,𝑛=𝑦̂𝑢𝑖𝑡 
	𝐷̂𝑖𝑡,𝑛=𝑦̂𝑢𝑖𝑡 
	𝐷̂𝑖𝑡,𝑛=𝑦̂𝑢𝑖𝑡 
	𝐷̂𝑖𝑡,𝑛=𝑦̂𝑢𝑖𝑡 
	𝐷̂𝑖𝑡,𝑛=𝑦̂𝑢𝑖𝑡 

	∀ 𝑖∈𝐶𝑅𝐷𝑛,𝑡∈𝑇,𝑛∈𝑆 
	∀ 𝑖∈𝐶𝑅𝐷𝑛,𝑡∈𝑇,𝑛∈𝑆 

	(4-24) 
	(4-24) 




	Moreover, the capacity 𝑁̂𝑖𝑡,𝑛of dummy sink cell 𝑖∈𝐶𝑆𝐷𝑛 at intersection 𝑛∈𝑆 is measured as the available capacity of the downstream cell with respect to the broken links, see equation (4-25).  
	𝑁̂𝑖𝑡,𝑛=𝑤𝑣𝑓(𝑁𝑖𝑡−𝑥̂𝑖𝑡) 
	𝑁̂𝑖𝑡,𝑛=𝑤𝑣𝑓(𝑁𝑖𝑡−𝑥̂𝑖𝑡) 
	𝑁̂𝑖𝑡,𝑛=𝑤𝑣𝑓(𝑁𝑖𝑡−𝑥̂𝑖𝑡) 
	𝑁̂𝑖𝑡,𝑛=𝑤𝑣𝑓(𝑁𝑖𝑡−𝑥̂𝑖𝑡) 
	𝑁̂𝑖𝑡,𝑛=𝑤𝑣𝑓(𝑁𝑖𝑡−𝑥̂𝑖𝑡) 

	∀ 𝑖∈𝐶𝑆𝐷𝑛,𝑡∈𝑇,𝑛∈𝑆 
	∀ 𝑖∈𝐶𝑆𝐷𝑛,𝑡∈𝑇,𝑛∈𝑆 

	(4-25) 
	(4-25) 




	We also add constraints (4-26) to ensure that the outflow of a subnetwork is less than the available capacity of the downstream subnetwork.  
	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤𝑁̂𝑗𝑡,𝑛 
	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤𝑁̂𝑗𝑡,𝑛 
	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤𝑁̂𝑗𝑡,𝑛 
	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤𝑁̂𝑗𝑡,𝑛 
	∑𝑦𝑖𝑗𝑡𝑖∈𝛤𝑗−1≤𝑁̂𝑗𝑡,𝑛 

	∀ 𝑗∈𝐶𝑆𝐷𝑛,𝑡∈𝑇, 𝑛∈S 
	∀ 𝑗∈𝐶𝑆𝐷𝑛,𝑡∈𝑇, 𝑛∈S 

	(4-26) 
	(4-26) 




	We run a Modified CTM (MCTM) simulation to coordinate the solution of all subproblems and predict the information to be shared among all controllers in the network. The MCTM simulation receives the controllers’ optimal speeds and finds the coordinated occupancy and flows over the entire network. Changing the average speed in a network is associated with a change in the corresponding flow. Therefore, we adjust the cell outflow to achieve the optimal speed through equations (4-27) to (4-29).  
	𝑦𝑖𝑗𝑡=min{𝑥𝑖𝑡 ,𝑄𝑖,𝑄𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡),∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 
	𝑦𝑖𝑗𝑡=min{𝑥𝑖𝑡 ,𝑄𝑖,𝑄𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡),∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 
	𝑦𝑖𝑗𝑡=min{𝑥𝑖𝑡 ,𝑄𝑖,𝑄𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡),∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 
	𝑦𝑖𝑗𝑡=min{𝑥𝑖𝑡 ,𝑄𝑖,𝑄𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡),∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 
	𝑦𝑖𝑗𝑡=min{𝑥𝑖𝑡 ,𝑄𝑖,𝑄𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡),∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 

	∀𝑖∈𝐶\{𝐶𝑠,𝐶𝐼,𝐶𝑑}, 𝑗∈ Γ𝑖, 
	∀𝑖∈𝐶\{𝐶𝑠,𝐶𝐼,𝐶𝑑}, 𝑗∈ Γ𝑖, 
	 𝑡∈𝑇  

	(4-27) 
	(4-27) 



	𝑦𝑖𝑗𝑡=𝛽𝑗min{𝑥𝑖𝑡 ,𝑄𝑖,𝑄𝑗𝛽𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡)𝛽𝑗,𝑄𝑘𝛽𝑘,𝑤𝑣𝑓(𝑁𝑘−𝑥𝑘𝑡)𝛽𝑘,∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 
	𝑦𝑖𝑗𝑡=𝛽𝑗min{𝑥𝑖𝑡 ,𝑄𝑖,𝑄𝑗𝛽𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡)𝛽𝑗,𝑄𝑘𝛽𝑘,𝑤𝑣𝑓(𝑁𝑘−𝑥𝑘𝑡)𝛽𝑘,∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 
	𝑦𝑖𝑗𝑡=𝛽𝑗min{𝑥𝑖𝑡 ,𝑄𝑖,𝑄𝑗𝛽𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡)𝛽𝑗,𝑄𝑘𝛽𝑘,𝑤𝑣𝑓(𝑁𝑘−𝑥𝑘𝑡)𝛽𝑘,∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 
	𝑦𝑖𝑗𝑡=𝛽𝑗min{𝑥𝑖𝑡 ,𝑄𝑖,𝑄𝑗𝛽𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡)𝛽𝑗,𝑄𝑘𝛽𝑘,𝑤𝑣𝑓(𝑁𝑘−𝑥𝑘𝑡)𝛽𝑘,∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 

	∀𝑖∈𝐶𝑑, 𝑗∈ Γ𝑖, 𝑘∈ Γ𝑖, 𝑗≠𝑘,𝑡∈𝑇 
	∀𝑖∈𝐶𝑑, 𝑗∈ Γ𝑖, 𝑘∈ Γ𝑖, 𝑗≠𝑘,𝑡∈𝑇 

	(4-28) 
	(4-28) 


	𝑦𝑖𝑗𝑡=min{𝑥𝑖𝑡 ,𝑓𝑖,𝑄𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡),∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 
	𝑦𝑖𝑗𝑡=min{𝑥𝑖𝑡 ,𝑓𝑖,𝑄𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡),∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 
	𝑦𝑖𝑗𝑡=min{𝑥𝑖𝑡 ,𝑓𝑖,𝑄𝑗,𝑤𝑣𝑓(𝑁𝑗−𝑥𝑗𝑡),∑𝑦̂𝑖𝑗𝑡𝑗∈Γ𝑖}, 

	∀𝑖∈𝐶𝐼,𝑗∈ Γ𝑖, 𝑡∈𝑇 
	∀𝑖∈𝐶𝐼,𝑗∈ Γ𝑖, 𝑡∈𝑇 

	(4-29) 
	(4-29) 




	 
	Finding the adjusted link flows allows finding the optimal occupancies using the flow conservation equalities (3-4). Therefore, the parameters regarding the outflow and the available capacity are extracted from the simulation results and will be transferred to the corresponding subnetwork controller. 
	4.4 DOCA-DSH framework 
	To account for unforeseen changes in traffic conditions and reduce the problem complexity, we integrated the DOCA-DSH in a model predictive control framework, where the problem is solved repeatedly over a prediction horizon 𝜏. Then, the solution for the first time step is applied to the system and the time horizon will be rolled forward for one time step. We continue the process until the study period is finished. The general framework for DOCA-DSH approach is shown in Figure 4-2. We solve the DSH problem 
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	Chapter 5.  Case Study and Numerical Results
	Chapter 5.  Case Study and Numerical Results
	 

	5.1 Case study network 
	We analyzed three example networks with eight (4×2), twenty (4×5), and forty (8×5) intersections to show the effects of dynamic speed harmonization on traffic operations transportation networks. We considered a portion of downtown Springfield, Illinois as the main case study network to evaluate the proposed dynamic speed harmonization methodologies. The Springfield network is shown in Figure 5-1, where there are 20 intersections with a combination of one-way and two-way streets. Table 5-1 shows the general 
	• Undersaturated symmetric (500 veh/hr/ln), 
	• Undersaturated symmetric (500 veh/hr/ln), 
	• Undersaturated symmetric (500 veh/hr/ln), 

	• Saturated symmetric (900 veh/hr/ln), 
	• Saturated symmetric (900 veh/hr/ln), 

	• Oversaturated symmetric (1200 veh/hr/ln), and  
	• Oversaturated symmetric (1200 veh/hr/ln), and  

	• Asymmetric dynamic demand pattern, see Figure 5-2. 
	• Asymmetric dynamic demand pattern, see Figure 5-2. 
	• Asymmetric dynamic demand pattern, see Figure 5-2. 
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	 Downtown Springfield, Illinois that is used as the case study network 
	Table 5.1: Characteristics of Springfield network in CTM 
	Table 5.1: Characteristics of Springfield network in CTM 
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	Table 5.1: Characteristics of Springfield network in CTM 
	 Time-variant demand profile 
	 Time-variant demand profile 
	 Time-variant demand profile 

	 Vissim COM interface to apply the optimized signal timings and speeds 
	 Vissim COM interface to apply the optimized signal timings and speeds 











	 
	 
	 
	Link data 
	Link data 
	Link data 
	Link data 
	Link data 

	 
	 



	Number of lanes per link 
	Number of lanes per link 
	Number of lanes per link 
	Number of lanes per link 

	1, 2, or 3 
	1, 2, or 3 


	Maximum free-flow speed (mph) 
	Maximum free-flow speed (mph) 
	Maximum free-flow speed (mph) 

	30 
	30 


	Link saturation flow (veh/hour/lane) 
	Link saturation flow (veh/hour/lane) 
	Link saturation flow (veh/hour/lane) 

	1800 
	1800 


	Optimization period (time steps) 
	Optimization period (time steps) 
	Optimization period (time steps) 

	500 
	500 


	Prediction period (time steps) 
	Prediction period (time steps) 
	Prediction period (time steps) 

	15 
	15 


	Duration of each time step (seconds) 
	Duration of each time step (seconds) 
	Duration of each time step (seconds) 

	6 
	6 


	Number of cells 
	Number of cells 
	Number of cells 

	342 
	342 


	Cell jam density (veh/cell/lane) 
	Cell jam density (veh/cell/lane) 
	Cell jam density (veh/cell/lane) 

	12 
	12 


	Cell saturation flow (veh/cell/ lane) 
	Cell saturation flow (veh/cell/ lane) 
	Cell saturation flow (veh/cell/ lane) 

	3 
	3 


	Signal timing parameters 
	Signal timing parameters 
	Signal timing parameters 

	 
	 


	Maximum green for through (seconds) 
	Maximum green for through (seconds) 
	Maximum green for through (seconds) 

	60 
	60 


	Minimum Green time for through (seconds) 
	Minimum Green time for through (seconds) 
	Minimum Green time for through (seconds) 

	18 
	18 


	Maximum green for left turn (seconds) 
	Maximum green for left turn (seconds) 
	Maximum green for left turn (seconds) 

	24 
	24 


	Minimum green for left turn (seconds) 
	Minimum green for left turn (seconds) 
	Minimum green for left turn (seconds) 

	6 
	6 




	 
	 
	 
	 
	 
	 
	 
	 
	Figure
	5.2 Implementation of the algorithm in Vissim 
	We used Vissim (PTV Group, 2013) to implement the proposed speed harmonization technique in a simulated environment. Figure 5-3 shows the general implementation procedure. The Component Object Model (COM) interface is utilized to establish communication between vehicles and signal controllers. Particularly, vehicles’ location and speed data are passed to DOCA via the COM interface. Then the DSH optimization is solved, and optimal signal timing and speed variables are sent back to Vissim to be implemented in
	 
	Figure
	5.3 Analysis scenarios  
	The penetration rate of connected and automated vehicles is assumed to be 100%. The  following scenarios are considered:   
	1. No Speed Harmonization: This scenario shows the network performance without providing advisory speeds to vehicles.  
	1. No Speed Harmonization: This scenario shows the network performance without providing advisory speeds to vehicles.  
	1. No Speed Harmonization: This scenario shows the network performance without providing advisory speeds to vehicles.  

	2. Dynamic Speed Harmonization (DSH): We used the proposed speed harmonization technique in Chapter 3 to find the optimal advisory speed. This scenario shows the network performance once the optimal speeds are found centrally over the entire analysis period.  
	2. Dynamic Speed Harmonization (DSH): We used the proposed speed harmonization technique in Chapter 3 to find the optimal advisory speed. This scenario shows the network performance once the optimal speeds are found centrally over the entire analysis period.  

	3. Distributed Optimization and Coordinated Algorithms for Dynamic Speed Harmonization  (DOCA-DSH): This scenario is designed to evaluate the efficiency of the distributed and coordination algorithms for speed harmonization in Chapter 4.  
	3. Distributed Optimization and Coordinated Algorithms for Dynamic Speed Harmonization  (DOCA-DSH): This scenario is designed to evaluate the efficiency of the distributed and coordination algorithms for speed harmonization in Chapter 4.  

	4. Cooperative Signal Timing and  Speed Optimization (CSSH): This scenario is designed to coordinate signal controllers with the arrival speed of approaching vehicles.  
	4. Cooperative Signal Timing and  Speed Optimization (CSSH): This scenario is designed to coordinate signal controllers with the arrival speed of approaching vehicles.  
	4. Cooperative Signal Timing and  Speed Optimization (CSSH): This scenario is designed to coordinate signal controllers with the arrival speed of approaching vehicles.  
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	 The comparison of speed variations on the network with different demand patterns 
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	 Distribution of the average speed over the network 
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	 The relationship between travel time, average speed, and speed variance in the network with alpha 
	Table 5.2: Mobility performance of the network 
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	Table 5.2: Mobility performance of the network 




	 Objective values for different demand patterns in the network with 20 intersections (×𝟏𝟎𝟓) 
	 Objective values for different demand patterns in the network with 20 intersections (×𝟏𝟎𝟓) 

	 The optimality gap for the networks with different sizes with a study period of 250 time steps  
	 The optimality gap for the networks with different sizes with a study period of 250 time steps  
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	 Average runtimes of subproblems 
	Table 5.3: Total runtimes (second) for different sizes and study periods when demand is 900 veh/hour/lane 
	Table 5.3: Total runtimes (second) for different sizes and study periods when demand is 900 veh/hour/lane 
	Table 5.3: Total runtimes (second) for different sizes and study periods when demand is 900 veh/hour/lane 

	Table 5.4: Comparing the average runtimes (seconds) for one, two, and three intersection-based subproblems 
	Table 5.4: Comparing the average runtimes (seconds) for one, two, and three intersection-based subproblems 

	Table 5.5: The network mobility performances for three scenarios and three demand patterns based on Vissim 
	Table 5.5: The network mobility performances for three scenarios and three demand patterns based on Vissim 




	 Vehicles trajectories 
	 Vehicles trajectories 

	 Optimal signal timing parameters at intersection 19 
	 Optimal signal timing parameters at intersection 19 

	 DOCA and the benchmark solutions objective values (×𝟏𝟎𝟓) for three demand patterns 
	 DOCA and the benchmark solutions objective values (×𝟏𝟎𝟓) for three demand patterns 

	 DOCA runtimes at each intersection node. 
	 DOCA runtimes at each intersection node. 











	5.4 Dynamic speed harmonization performance 
	In this section, the effects of dynamic speed harmonization on network performance are studied. Figure 5-4 shows the time-varying network-level space mean speed for two different scenarios with and without speed harmonization. 
	When the demand is as low as 500 veh/hr/ln, the network is in uncongested conditions, therefore the speed harmonization strategy increased the average speed at intersection cells for all time periods. Besides, the average speeds on ordinary cells are shown to be less than the not-harmonized cases. The speed harmonization reduces the average speed on the cells before the intersection to adjust the speed of vehicles and prevent unnecessary stops at intersection cells. Reducing the average speed helps reduce t
	When the demand is increased to 900 veh/hr/ln, the network reaches congestion level and speed variations over the network are reduced. Speed harmonization increased the average speeds on the intersection cells in comparison with the not-harmonized case, but the difference of the speeds is less than what was observed in the un-congested conditions. Besides, the average and variation of speed are less at ordinary cells. It should be noted that the simulation starts with 
	the maximum free-flow speed in the not-harmonized case, and average speeds reduce over time as call occupancy in the network increases.  
	 
	 
	When the network gets more congested (i.e. 1200 veh/hr/ln demand), the average speeds of vehicles for two scenarios are closer to each other because there is not much room to reduce the speed variation. The case with the introduced time-variant demand profile confirms the results of the previous cases as well. 
	The distribution of average speed over the network is shown in Figure 5-5  for different demand patterns. When the speed is harmonized, the average speed at intersections is higher, while the average speeds are reduced at some links of the network before reaching the intersections to prevent excessive stops at intersections. Moreover, when the network becomes more congested, the average speed decreases in the cases without speed harmonization. However, this reduction is less when the speed harmonization str
	 
	 

	 
	 
	As discussed in Chapter 3, there is a trade-off between minimizing the variation of speed and maximizing the throughput in the objective function of the proposed formulation. A series of 
	sensitivity analyses are performed to find the appropriate value for alpha in the formulation to account for the trade-off.  Figure 5-6 shows the variation of the travel time, average speed, and the variance of speed over the entire network. To find the appropriate value for alpha, the trade-off between total travel time and the variance of the speed is considered. As Figure 5-6 illustrates, by increasing the value of alpha, the travel time decreases, and the average speed and variance of space mean speed i
	 
	 
	 
	Speed harmonization is less effective when the network is uncongested; because most of vehicles are moving with speeds close to the free-flow speed. As Table 5-2 indicates, the travel time is not reduced when the speed is harmonized in comparison with the non-harmonized case. The average speed and the number of completed trips are reduced slightly. However, the variance of the speed and number of stops are reduced remarkably. As shown in Figure 5-4, speed harmonization increases the average speed at interse
	Speed harmonization becomes more effective when the network is in near saturation traffic conditions. When the demand is 900 veh/hr/ln, the total travel time is reduced by about 5.4%. In addition, the average speed and network throughput are increased by 6% and 4%, respectively. The speed variance decreased by 26%. As expected, the number of stops decreased significantly as well.  
	When traffic demand is 1200 veh/hr/ln, the travel time, speed variance, and number of stops are reduced by 1.5%, 19.8%, and 18.5%, respectively. The same trends were observed with the time-varying demand profile.  
	Demand (veh/hr/ln) 
	Demand (veh/hr/ln) 
	Demand (veh/hr/ln) 
	Demand (veh/hr/ln) 
	Demand (veh/hr/ln) 

	Mobility performance 
	Mobility performance 

	Harmonized 
	Harmonized 
	Speed 

	Not-Harmonized Speed 
	Not-Harmonized Speed 

	Difference (%) 
	Difference (%) 



	TBody
	500 
	500 
	500 

	Travel time (hour) 
	Travel time (hour) 

	53.0 
	53.0 

	53.0 
	53.0 

	0.0 
	0.0 


	TR
	Average speed (mph) 
	Average speed (mph) 

	15.4 
	15.4 

	15.6 
	15.6 

	-1.2 
	-1.2 


	TR
	Variance (mph2) 
	Variance (mph2) 

	140.1 
	140.1 

	198.4 
	198.4 

	-29.4 
	-29.4 


	TR
	Number of stops 
	Number of stops 

	90954.1 
	90954.1 

	99150.4 
	99150.4 

	-8.3 
	-8.3 


	TR
	Number of completed trips 
	Number of completed trips 

	6197.2 
	6197.2 

	6202.2 
	6202.2 

	-0.1 
	-0.1 


	900 
	900 
	900 

	Travel time (hour) 
	Travel time (hour) 

	155.1 
	155.1 

	163.9 
	163.9 

	-5.4 
	-5.4 


	TR
	Average speed (mph) 
	Average speed (mph) 

	7.0 
	7.0 

	6.7 
	6.7 

	5.9 
	5.9 


	TR
	Variance (mph2) 
	Variance (mph2) 

	90.7 
	90.7 

	113.7 
	113.7 

	-20.2 
	-20.2 


	TR
	Number of stops 
	Number of stops 

	125560.2 
	125560.2 

	150897.7 
	150897.7 

	-16.8 
	-16.8 


	TR
	Number of completed trips 
	Number of completed trips 

	8032.5 
	8032.5 

	7727.0 
	7727.0 

	4.0 
	4.0 


	1200 
	1200 
	1200 

	Travel time (hour) 
	Travel time (hour) 

	267.8 
	267.8 

	271.9 
	271.9 

	-1.5 
	-1.5 


	TR
	Average speed (mph) 
	Average speed (mph) 

	4.1 
	4.1 

	4.1 
	4.1 

	0.1 
	0.1 


	TR
	Variance (mph2) 
	Variance (mph2) 

	59.33 
	59.33 

	74.0 
	74.0 

	-19.8 
	-19.8 


	TR
	Number of stops 
	Number of stops 

	127750.2 
	127750.2 

	156695.9 
	156695.9 

	-18.5 
	-18.5 


	TR
	Number of completed trips 
	Number of completed trips 

	7980.2 
	7980.2 

	7857.5 
	7857.5 

	1.6 
	1.6 


	Time-Variant Demand Profile 
	Time-Variant Demand Profile 
	Time-Variant Demand Profile 

	Travel time (hour) 
	Travel time (hour) 

	168.9 
	168.9 

	172.5 
	172.5 

	-2.1 
	-2.1 


	TR
	Average speed (mph) 
	Average speed (mph) 

	6.4 
	6.4 

	6.3 
	6.3 

	0.5 
	0.5 


	TR
	Variance (mph2) 
	Variance (mph2) 

	87.9 
	87.9 

	111.5 
	111.5 

	-21.2 
	-21.2 


	TR
	Number of stops 
	Number of stops 

	122948.7 
	122948.7 

	146733.2 
	146733.2 

	-16.2 
	-16.2 


	TR
	Number of completed trips 
	Number of completed trips 

	7850.8 
	7850.8 

	7693.3 
	7693.3 

	2.0 
	2.0 




	 
	Figures 5-7 show the comparison between the objective function values of DOCA-DSH and the central optimal solutions for the network with twenty intersections. The solutions of DOCA-DSH are at most 2.66% different from the global optimal solutions. The solutions of DOCA-DSH always provide a lower-bound to the DSH problem. 
	 
	Figure
	Moreover, we compared the gaps between DOCA-DSH and the central optimal solution in Figure 5-8 when the network size changes. Three networks with eight, twenty, and forty intersections were considered over 250 time steps. The results showed that increasing the demand and network size are associated with higher optimality gaps.  
	 
	 
	Figure
	We increased the study period to 500 time steps in Figure 5-10. The same trends in terms of the optimality gap were observed.  
	 
	Figure
	The runtimes are derived from solving the algorithm using the CPLEX engine in Java environment on a PC with a Core i7 CPU and 24 GB of memory. Figure 5-10 shows the average run time for each DOCA-DSH subproblem. The pattern is the same for all different demand patterns. The highest observed runtime was 0.53 seconds for each time step implementation. As the time step duration is 6 seconds, there is enough time for processing and implementation of the proposed approach in real-time situations.  
	 
	 
	Figure
	The runtime is also compared for two different study periods. Table 5-3 shows the total runtime for demand of 900 veh/hour/lane when we compared two cases with 250 and 500 time steps study period. Increasing the study period was associated with the runtime increase. In addition, we observed that there is no association between the size of the network and runtime when the study period is fixed.  
	Network 
	Network 
	Network 
	Network 
	Network 

	Time steps 
	Time steps 

	DOCA-DSH 
	DOCA-DSH 

	Central DSH 
	Central DSH 

	Difference (%) 
	Difference (%) 



	8 Intersections 
	8 Intersections 
	8 Intersections 
	8 Intersections 

	250 
	250 

	123.1 
	123.1 

	120.4 
	120.4 

	2.3 
	2.3 


	TR
	500 
	500 

	252.0 
	252.0 

	643.3 
	643.3 

	-60.8 
	-60.8 


	20 Intersections 
	20 Intersections 
	20 Intersections 

	250 
	250 

	125.4 
	125.4 

	386.5 
	386.5 

	-67.6 
	-67.6 


	TR
	500 
	500 

	272.0 
	272.0 

	1601.9 
	1601.9 

	-83.0 
	-83.0 


	40 Intersections 
	40 Intersections 
	40 Intersections 

	250 
	250 

	132.1 
	132.1 

	1679.7 
	1679.7 

	-92.1 
	-92.1 


	TR
	500 
	500 

	279.5 
	279.5 

	12722.9 
	12722.9 

	-97.8 
	-97.8 




	 
	 
	 
	 
	 
	 
	 
	 
	 
	The prediction period of MPC and the size of subproblems are other factors that could affect the runtime. Therefore, we compared the average runtime when subproblems consist of one, two, and three intersections. As Table 5-4 shows, increasing the size of subproblems and prediction period length were associated with higher runtimes.  
	Prediction period (seconds) 
	Prediction period (seconds) 
	Prediction period (seconds) 
	Prediction period (seconds) 
	Prediction period (seconds) 

	Subproblem size 
	Subproblem size 



	 
	 
	 
	 

	1 Intersection 
	1 Intersection 

	2 Intersections 
	2 Intersections 

	3 Intersections 
	3 Intersections 


	50 
	50 
	50 

	0.51 
	0.51 

	1.64 
	1.64 

	2.07 
	2.07 


	100 
	100 
	100 

	1.31 
	1.31 

	3.87 
	3.87 

	7.08 
	7.08 


	150 
	150 
	150 

	2.23 
	2.23 

	8.22 
	8.22 

	13.57 
	13.57 




	5.5 Coordinated signal timing and speed harmonization performance 
	The cooperative signal timing and speed harmonization strategy is compared with two other traffic operations strategies to show its effectiveness. The CSSH strategy is compared with 
	(a) speed harmonization and (b) signal timing optimization. Note that signal parameters are optimized using genetic algorithms (Hajbabaie, Medina and Benekohal, 2010, 2011; Hajbabaie, 2012) for the independent speed harmonization scenario before speed harmonization. Moreover, the desired speed is assumed to be the free flow speed for all vehicles under independent signal timing optimization. 
	Table 5-5 provides the detailed network performance for CSSH, independent signal timing optimization, and independent speed harmonization strategies in Vissim for the time-variant demand profile (shown in Figure 5-2). It is shown that coordinated signal timing and speed harmonization was able to reduce the travel time, average delay, average number of stops, and average delay at stops respectively by 32.5%, 38%, 35.3%, and 42.1% compared to the independent speed harmonization. Moreover, it increased the net
	Mobility performance 
	Mobility performance 
	Mobility performance 
	Mobility performance 
	Mobility performance 

	(3) CSSH 
	(3) CSSH 

	(2) 
	(2) 
	Signal optimization 

	(1) 
	(1) 
	Speed harmonization 



	TBody
	TR
	Value 
	Value 

	% Diff to (2) 
	% Diff to (2) 

	% Diff to (1) 
	% Diff to (1) 


	Travel time (hour) 
	Travel time (hour) 
	Travel time (hour) 

	3533.8 
	3533.8 

	-1.9 
	-1.9 

	-32.5 
	-32.5 

	3600.5 
	3600.5 

	5236.7 
	5236.7 


	Throughput (vehicle) 
	Throughput (vehicle) 
	Throughput (vehicle) 

	15093 
	15093 

	1.7 
	1.7 

	41.4 
	41.4 

	14839 
	14839 

	10671 
	10671 


	Average Delay (sec.) 
	Average Delay (sec.) 
	Average Delay (sec.) 

	464.4 
	464.4 

	-5.3 
	-5.3 

	-38.0 
	-38.0 

	490.5 
	490.5 

	749.0 
	749.0 


	Average speed (mph) 
	Average speed (mph) 
	Average speed (mph) 

	3.9 
	3.9 

	3.4 
	3.4 

	104.2 
	104.2 

	3.8 
	3.8 

	1.9 
	1.9 


	Average number of stops 
	Average number of stops 
	Average number of stops 

	12.0 
	12.0 

	-28.5 
	-28.5 

	-35.3 
	-35.3 

	16.9 
	16.9 

	18.6 
	18.6 


	Average delay at stop (sec.) 
	Average delay at stop (sec.) 
	Average delay at stop (sec.) 

	385.5 
	385.5 

	-5.4 
	-5.4 

	-42.1 
	-42.1 

	407.5 
	407.5 

	666.2 
	666.2 




	 
	Figures 5-11 compare vehicle trajectories between independent signal timing optimization (part a) and cooperative signal timing and speed optimization (part b). The trajectories are plotted for eastbound Washington St. with three lanes, which consists of five intersections. The results show that the movement of vehicles got smoothened and the number of stops was reduced with the CSSH strategy. Moreover, we can observe that vehicles that entered the network at the same time could leave earlier when the CSSH 
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	a) Signal timing optimization 
	a) Signal timing optimization 
	a) Signal timing optimization 
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	(b) Coordinated signal and speed harmonization 
	(b) Coordinated signal and speed harmonization 
	(b) Coordinated signal and speed harmonization 




	We have also shown the optimal signal timing parameters for different movements of intersection number 19 in Figure 5-12. Each movement has received enough green time between the minimum and maximum values. Note that the time step for signal timing is 6 seconds. 
	 
	 
	Figure
	Figure 5-13 (a)-(c) shows the objective value of CSSH solutions and the corresponding upper bound and lower bounds found by the Benders decomposition (Geoffrion, 1972) in the undersaturated, saturated, and oversteered conditions, respectively. The solution of DOCA is always a lower bound to the global optimal solution since it provides a feasible answer to the maximization problem. Therefore, we measure the optimality gap from the difference of the upper bound found by the Benders decomposition and the solu
	 
	Figure
	 
	Figure
	The runtimes for the CSSH problem are also provided in Figure 5-14, where a PC with a Core i9 CPU and 64 GB of memory was utilized to solve the problem. The maximum runtime for the mixed-integer problem was 2.45 seconds. This means that the algorithm works in real-time since the implementation period is six seconds. 
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	Connected and automated vehicle technology provides an opportunity to improve traffic operations and reduce travel time in transportation networks. Controlling the speed of vehicles not only increases the network capacity but also improves driving comfort by providing a “smoother” flow of traffic. Dynamic speed harmonization in urban street networks helps adjust the speed of vehicles and consequently their arrival time to signalized intersections. Therefore, the number of stops and unnecessary acceleration/
	This project aimed at evaluating the effectiveness of controlling the speed of connected and automated vehicles in urban transportation networks. We developed a novel methodology for dynamic speed harmonization to improve mobility, especially at signalized intersections. We showed that the proposed problem formulation could significantly improve mobility in transportation networks by decreasing the travel time (up to 5.4%), speed variance (19.8%-29.4%), and number of stops (8.3-18.5%), while increasing the 
	This research also showed that traffic operations can be further improved by integrating signal timing optimization into speed harmonization. This approach helps plan vehicle arrival to signalized intersections more accurately, which improves green signal utilization. The results showed that cooperative signal timing and speed harmonization could reduce the average delay by 38% and 5.3% in comparison with only speed optimization and only signal timing optimization, respectively. In addition, the number of s
	This project studied the effects of speed harmonization on traffic operations. Much research is devoted to travel time reliability (Aghdashi, Rouphail and Hajbabaie, 2013; Zegeer et al., 2014; Aghdashi et al., 2015; Hajbabaie, Aghdashi and Rouphail, 2016). The effects of speed harmonization on travel time reliability is an interesting topic to be researched in future studies. 
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