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Glossary

Activities: The actions, tasks, and events that make up a program.

Baseline data: Information detailing the conditions of interest before a program is implemented. Baseline data are essential to a before/after comparison that can determine if a program has had the intended effect.

Causality or causal relationship: A change in one variable can be directly attributed to a change in another variable (i.e., there is a cause-and-effect relationship).

Comparison group: A group that does not receive the intervention but is similar to the treatment group, especially in terms of the factors that impact the outcome measures of interest. The comparison group can be compared to the treatment group following intervention to determine the effectiveness of the program and the extent of the changes.

Context: The larger environment in which the program will be implemented, including the politics, history, support, and the socioeconomics of the target community.

Control group: The subset of program participants who do not receive the intervention. All other variables are held as identical as possible to the treatment group. The control group can be compared to the treatment group following intervention to determine the effectiveness of the program and the extent of the changes.

Correlation: A change in one variable corresponds to a change in a second variable. Two variables may be correlated but not have a cause-and-effect relationship (in other words, correlation does not imply causation).

Counterfactual approach: The program is assessed based on an estimate of what the outcomes would have been if the intervention had not occurred. A control or comparison group is necessary for this approach.

Counterfactual design: Causality is attributed by comparing estimates between situations where the program is absent with situations where the program is present. A control or comparison group is necessary for this design.

Determinants of behavior: Intrinsic and external factors that influence behaviors of interest, such as personal beliefs and attitudes, social perceptions, legal constraints, and access.

Evaluation standards: Standards used as guidelines to ensure the quality of an evaluation. The CDC uses four standards: utility, propriety, feasibility, and accuracy.

Face validity: In psychology, the principle that a test subjectively measures what it is purported to measure.

Generalizability: The extent to which the results from one study on a specific group, situation, or locality can be applied to other groups, situations, or localities.

Goals: Statements based on the mission and vision of what the program hopes to achieve, both in the near future (short-term goals) and later on (long-term goals).

Impact evaluation: A study that identifies and evaluates the positive and negative effects of a program.

Intervention or countermeasure: A set of activities designed to target the risk factors of interest to a program.

Indicators/measures: The specific metrics used to evaluate the effectiveness of a program.
Logic model: A visual representation of the relationships between the program’s inputs, activities, outputs, and outcomes.

Mission: A statement identifying the reasons for the program, who will benefit from it, and what those benefits will be.

Needs assessment: The process of determining the factors that contribute to the problem in the context of the target community and establishing the baseline condition.

Objective data: Observable data that can be measured and that do not rely on individual perception.

Objectives: The expected results of a program, ideally expressed in terms that are specific and measurable.

Outcomes: The desired behavioral changes that will occur as a result of participation in a program.

Outcomes evaluation: A program assessment that compares any observed changes with the program’s stated objectives. An outcomes evaluation determines the program’s effectiveness and can be used to guide program developments and improvements.

Outputs: The program’s immediate effects and deliverables.

Performance standards: Benchmarks established prior to evaluation (ideally in consultation with stakeholders) used to determine the effectiveness of a program.

Process evaluation: An assessment that determines whether the program was implemented as planned instead of measuring any changes among the target audience.

Program: One or more countermeasures and activities designed to target a specific risky behavior.

Randomization: The selection of a sample based on random chance.

Recall bias: How well participants remember details about the past when being interviewed or responding to a survey.

Reliability: The extent to which data are consistent when collected at different times and places and by different individuals.

Representative sample: A subsample selected to reflect the overall characteristics of the entire population of interest.

Resources/Inputs: The resources needed to implement a program in terms of funding, people, equipment, material, facilities, etc.

Selection bias: A disparity between the treatment and control/comparison group.
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Introduction

THE PURPOSE of this primer is to provide a practical “how-to” guide for practitioners and researchers who are interested in evaluating underage drinking and driving programs. The main goal is to distill the large quantity of program evaluation research and provide information specific to underage drinking and driving.
1.1. Purpose of the primer

Motor vehicle crashes are the leading cause of death among teens (Centers for Disease Control and Prevention, 2015; WISQARS). Novice teen drivers are involved in four times as many crashes and near-crashes as adults (Simons-Morton et al., 2015; Klauer et al., 2014).

Adding to that high crash rate for teens is the fact that driving under the influence of alcohol is known to significantly increase the risk of a crash (National Center for Statistics and Analysis, 2020). Of drivers 15 to 20 years old who were killed in crashes in 2018, 24% had BACs of .01 g/dL or higher and 19% had BACs of .08 g/dL or higher (NCSA, 2020).

To address the significant public health burden due to underage drinking and driving, several intervention strategies have been implemented in the United States. These include a variety of legislative efforts, intervention programs, and other community efforts. While legislative efforts such as the minimum legal drinking age, lower blood alcohol concentration per se limits, and zero tolerance laws have reduced underage drinking and driving fatalities (Ying et al., 2013), there is limited information in peer-reviewed journals about whether other intervention programs, particularly community programs, are making an impact, especially long-term changes in this risky driving behaviors among young drivers. This lack of evidence-based interventions was indicated by a recently completed literature review (sponsored by the National Highway Traffic Safety Administration) of studies that evaluated programs designed to decrease the prevalence of underage drinking and driving and traffic-related injuries. This primer is a follow-up to that literature review, which examined 3,650 peer-reviewed publications, finding only 21 original research studies that met the inclusion criteria of (1) being empirical, (2) including alcohol-related measures, (3) targeting the population of interest (16- to 20-year-olds), (4) including driving-related measures, (5) being peer-reviewed journal articles or government technical reports, (6) including an intervention or countermeasure, and (7) performing an evaluation of the intervention. Even those 21 studies still had many shortcomings (see Chapter 3 for more information) (Smith et al., in press). Given the statistics stated above and limitations on the resources of underage drinking and driving programs, there is clearly a need for quality evaluations that will improve the effectiveness of programs in the future.

The purpose of this primer is to provide a practical “how-to” guide for practitioners and researchers who are interested in evaluating underage drinking and driving programs. Our main goal is to distill the large quantity of program evaluation research and provide information specific to underage drinking and driving. To achieve this, this primer:

- Highlights the value of evaluating underage drinking and driving programs and how to address commonly perceived barriers to conducting evaluations of programs (see Chapter 2)
- Highlights the unique challenges related to developing and evaluating programs for addressing the underage drinking and driving problem (see Chapter 3)
- Includes the key elements to identify effective interventions or programs (see Chapter 4)
- Includes the key elements of planning and implementing an underage drinking and driving program (see Chapters 4 and 5)
- Includes the key elements of planning and implementing an effective evaluation of an underage drinking and driving program (see Chapters 4 and 5)
- Includes models and theories grounded in both public health and psychology that can serve as guides for developing, implementing, and evaluating interventions and/or programs (see Appendix A)
- Encourages inclusion of stakeholders and their interests throughout all stages of program evaluation (see Chapters 4, 6, and 7)
- Includes standards from the CDC framework of evaluation that can help support a quality evaluation and assist with prioritizing and/or choosing from the multitude of options at each phase of program evaluation (see Chapter 4)
- Includes guidelines and related resources on how to obtain Institutional Review Board (IRB) approval (see Chapter 5)
1.2. Target audience and format of the primer

This primer is a “how-to” guide for practitioners and researchers who want to develop, implement, and evaluate programs aimed at reducing underage drinking and driving. The intended audience will vary depending on the context of the problem and the setting chosen in which to implement and/or evaluate the program and may include the following.

+ Highway safety professionals
+ Law enforcement officers
+ Health professionals
+ Manufacturers and suppliers of alcohol
+ Owners of hotels and restaurants
+ School teachers
+ Researchers
+ Driving instructors
+ Government agencies
+ Non-profit organizations
+ Insurance professionals

1.3. Definitions: What are we evaluating?

Due to the variation in the meaning of some terms across professions and contexts, the terms intervention/countermeasure and program as used in this primer are defined below. Additional terminology is defined in the Glossary on page vi.

**Intervention or countermeasures:** These two terms are used interchangeably throughout the primer. An intervention/countermeasure is a set of activities (including any material such as brochures) to address the underage drinking and driving problem and the contributing risk factors. For example, a school may implement a peer-based educational countermeasure that includes multiple activities conducted at various times to increase awareness of the adverse impacts of drinking and driving.

**Program:** A program includes a group or set of countermeasures or interventions developed to reduce underage drinking and driving. For instance, a community may implement a three-part program consisting of a school-based educational program, the strict enforcement of underage drinking laws, and a hospital-based educational program targeting underage drinkers.

Just as there are different levels of programs, ranging from numerous activities and countermeasures, to a single activity, evaluation also occurs at many different levels. Evaluations can be used to assess your entire program or specific countermeasures. Consequently, this primer is written to accommodate the reader’s specific requirements, and the reader is encouraged to keep this in mind and consider how the information presented here can be used to address their circumstances.

1.4. What is covered and how to use the primer

Underage drinking and driving is a complex public health and transportation safety problem that requires a systematic approach specific to the situation and target community. This primer provides a step-by-step process to highlight the importance of a systematic approach. However, the number of and specific steps needed will vary according to each case. Additionally, even though this guide is written in a step-by-step manner, it may not be necessary to complete Step 3 before moving to Step 4; sometimes it may make sense to skip a step and come back to that step later. Furthermore, some steps may be best implemented simultaneously to save time and resources. Consider which steps are essential based on the situation and proceed accordingly.

Secondly, this primer highlights the importance of planning an evaluation before a countermeasure is even implemented. Hence, the primer discusses key components of identifying, planning and implementing a program along with planning and implementing an evaluation of a program.

Chapter 2 explains why it is necessary to evaluate the program. This chapter describes some common program evaluation myths and explains how this primer will assist conducting a program evaluation.
Chapter 3 provides a brief overview of the challenges inherent to evaluating programs in general and those that are unique to programs addressing the underage drinking and driving problem. This chapter highlights the importance of identifying the problem, and then implementing and evaluating these programs.

Chapter 4 details the planning phase and leads the reader through the process of planning an implementation and evaluation of a program. It identifies which steps are related to the program and which are related to the evaluation. This chapter contains the primer’s core information on engaging stakeholders, identifying suitable programs, identifying the purpose of the evaluation, choosing the best evaluation design, and determining whether to hire an external evaluator. As the focus of this primer is evaluation, in-depth descriptions of program planning and implementation are not provided; however, some good resources to review are provided in the references.

Chapter 5 is related to the implementation phase of both the program and evaluation and provides details on data collection, data analysis, and how to obtain IRB approval. As in Chapter 4, given that the focus of this primer is evaluation, in-depth descriptions of program implementation are not provided.

Chapter 6 provides a brief overview on the importance of planning for the interpretation of results, along with tips on how to accomplish this. Planning for interpretation is the most frequently overlooked step in designing a program evaluation, but is essential in justifying the conclusions reached and sets the foundation to ensure that the evaluation results are put to good use.

Chapter 7 is related to the dissemination and utilization of evaluation results.

Chapter 8 provides some important takeaway messages for the reader.

Appendices
+ Appendix A provides an overview of public health and psychology based models that are useful for developing and evaluating interventions and/or programs.
+ Appendix B includes links to a few statistical calculators that are available to estimate sample sizes.

Underage drinking and driving is a complex public health and transportation safety problem that requires a systematic approach specific to the situation and target community. This primer provides a step-by-step process to highlight the importance of a systematic approach.
What is the Value of Evaluation?

HISTORICALLY, most evaluations of the effectiveness of underage drinking and driving prevention programs have been limited to anecdotal information and/or reports to sponsors indicating the number of participants who attended the program. However, neither of these commonly used methods answers the question of whether the program made any difference in reducing the frequency of underage drinking and driving or the number of crash-related injuries or deaths associated with underage drinking and driving.
2.1. Why evaluate underage drinking and driving programs?

Historically, most evaluations of the effectiveness of underage drinking and driving prevention programs have been limited to anecdotal information and/or reports to sponsors indicating the number of participants who attended the program. However, neither of these commonly used methods answers the question of whether the programs made any difference in reducing the frequency of underage drinking and driving or the number of crash-related injuries or deaths associated with underage drinking and driving. As indicated in the Introduction, out of 3,560 study publications retrieved for a literature review in this topic area, only 21 peer-reviewed publications met the inclusion criteria and even these studies had some limitations.

Reducing the prevalence and public health burden of underage alcohol-impaired driving, or preventing it altogether, requires programs to address risk factors at the systems level and/or on multiple levels. Human behavior is influenced by factors operating at multiple levels: individual, interpersonal, institutional, community, and societal/public policy. The most effective interventions tend to address multiple factors operating on multiple levels because successful individual behavior changes happen when society or environment supports or reinforces the change in behaviors. For instance, reduction in rates of underage drinking and driving requires intervention at the individual level, where attitudes and perceptions of the risks of underage drinking and driving are changed, along with broad policy changes, at the local, state, or national levels that reinforce or facilitate the change (e.g., reduced access to alcohol for the teen drivers). (See Appendix A for the socio-ecological model). Furthermore, the effectiveness or impact of underage drinking and driving programs also depends on the contextual factors related to the locale where the program is implemented. Blindly transferring an intervention to another location may not only produce minimal results but may also cause unintended consequences instead of having a positive impact. Conducting an effective program evaluation will help address these issues and may also help tailor the program to the community over time.

Recently, program sponsors have begun to place emphasis on accountability and evidence for the effectiveness of programs—did the program achieve what it planned to achieve? The good news is that providing evaluation findings may make a strong case for continued support and funding. On the other hand, any negative unintended consequences highlighted by the evaluation create an opportunity to understand why the program did not achieve its goals or why negative or unintended consequences were the result. These insights can then become the basis for making necessary program changes so that the program achieves its goals.

2.2. What are the perceived barriers to evaluation?

There are several myths about and perceived barriers to evaluation that are due either to historical practices and/or a lack of information about advances made in the field of evaluation in the past two to three decades.

2.2.1. Myth 1: Evaluation is too difficult or complicated.

The Truth

The field of program evaluation has made great strides over the past 20 to 30 years. Historically, program evaluation was often done by hiring an external contractor, who would write a final report—often using complex jargon—and then step away. There are now numerous free resources that present the basic concepts of program evaluation, thus allowing practitioners to confidently conduct their own evaluations with proper planning. In fact, most programs are already doing some form of informal evaluation, such as asking participants for feedback. A formal evaluation is merely more structured, more efficient, and allows more useful information to be gathered that may ultimately help to either improve a program or reach the target audience more effectively.
2.2.2. Myth 2: Formal evaluation is not needed to determine if a program worked.

**The Truth**

This myth stems from the assumption that successful programs reach a certain number of participants and the program will run successfully without any additional effort. This is very rare. The success that matters is changing the target audience’s drinking and driving behaviors and continuously adapting the program to achieve the desired outcomes. Formal evaluation helps to develop the correct time- and context-based questions to effectively assess a program. Formal evaluation helps make a strong case for continued funding, as more and more sponsors and policy makers want to know whether the program was effective. The evaluation process may also help to improve the program.

**Example 1**
The evaluation may show that the venue was a barrier for the participants. As a result, planning for the next offering would focus on finding a better venue.

**Example 2**
The evaluation might show that a new policy is needed for preventing underage drinking and driving in the community. Without formal evaluation, it will be hard to convince policy makers to make new laws.

---

**Evaluation provides feedback that can inform choices** about future resource allocation and can identify the areas where the resources matter the most, especially when they are scarce. **Evaluation also helps to improve the program’s design and implementation.**

---

2.2.3. Myth 3: Resources are better spent on the program itself.

**The Truth**

It seems logical to put limited resources into activities and implementing other aspects of the program. However, depending on the goal of your program, it may be wise to set aside the resources and time for an evaluation. Evaluation provides feedback that can inform choices about future resource allocation and can identify the areas where the resources matter the most, especially when they are scarce. Secondly, evaluation also helps to improve the program’s design and implementation. Making evaluation an integral part of a program, as encouraged in this primer, can facilitate making the most of a program and its resources. This primer also emphasizes the participation — and utilization — focused approach to evaluation adopted by the CDC in its program evaluation framework, which helps to ensure that evaluation findings are relevant and practical.
Evaluation is not as daunting as it may seem, and will help in many ways. The benefits of program evaluation include the following.

+ Determining if a program made a difference or had the desired impact
+ Understanding why a program did or did not have the desired impact
+ Understanding whether goals were reached
+ Determining whether the target audience was reached
+ Understanding how to improve the program
+ Making a case for further funding and support
+ Making sure that effective programs are maintained
+ Preventing resources from being invested in ineffective programs
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Challenges and Opportunities for Countermeasures Designed to Decrease Underage Drinking and Driving

ALTHOUGH there are thousands of published research articles on underage drinking, very few articles detail rigorous evaluation efforts of programs designed to decrease underage drinking and driving. This lack of published evaluation research may not only highlight the difficulty of conducting a proper evaluation, but also the difficulty of selecting an evidence-based program.
Underage Drinking has an estimated economic cost of $24.3 billion per year (Sacks et al., 2015), in addition to the devastating effects it can have in a community.

In 2010 excessive alcohol consumption had an estimated societal cost of $249 billion (Sacks et al., 2015). Of this cost, $24.3 billion, or 9.7%, is attributable to underage drinking. Motor vehicle crashes are the leading cause of unintentional death for all ages from 15 to 24 (CDC, 2015). Both the age of a driver (Massie et al., 1995; Romano et al., 2012; Sivak et al., 2007) and alcohol impairment (e.g., Blomberg et al., 2005; Evans, 2004) are well-documented independent risk factors for traffic injury. Each of these risk factors not only has an independent and additive effect (Gebers, 1999; Peck et al., 1994), but also a synergistic interaction (Peck et al., 2008). Simply put, underage drivers who drink and drive are at a greater risk of crashing than can be accounted for by their age or level of alcohol impairment alone. Analysis of alcohol-related crash fatality data from 2006 and 2007 indicated that 16- to 20-year-olds are at higher risk of crashing for any BAC when compared to those 21 to 34 and over 35 (Voas et al., 2012). Furthermore, odds of a fatal crash among underage drivers at each BAC when compared to a sober driver of the same age is also elevated where the odds were 1.5 at BAC .010 to .019 g/dL, 3.8 at .020 to .049, 12.2 at .050 to .079, 31.9 at .080 to .099, 122.4 at .100 to .148, and 4,728 at .150 or greater (Voas et al., 2012). Despite not being legally allowed to consume alcohol, in 2018, 19% of 15- to 20-year-old drivers involved in fatal crashes had a BAC of .08 g/dL or higher, the illegal per se limit for adults (NCSA, 2020).

Despite these statistics, there is reason to be optimistic. For instance, significant decreases in underage alcohol consumption and drinking and driving have occurred since the 1980s, when all States adopted a minimum legal drinking age of 21. These trends continued after the U.S. Department of Health and Human Services issued The Surgeon General’s Call to Action to Prevent and Reduce Underage Drinking in 2007. NHTSA reported that minimum drinking age laws have resulted in saving 31,959 lives from 1975 to 2017 (NCSA, 2020), while the Call to Action has saved an additional 3,528 lives (Hingson & White, 2014). Since 1982 the proportional decline of alcohol-related fatalities among youth 16 to 24 years old dropped 77% by 2010, exceeding the proportional decrease of all other age groups (66%) (Hingson & White, 2014). Recent successes in this domain have been credited to the development of effective individual-level interventions (Cronce & Larimer, 2011), age appropriate interventions (Spoth et al., 2008), school-based prevention (Foxcroft & Tsertsvadze, 2012), parental initiatives (Smit et al., 2008), community interventions (Hawkins et al., 2009), and legislative success (e.g., minimum legal drinking age, graduated driver licensing with nighttime driving restriction, increased prices and taxing, and alcohol advertising restrictions; Fell et al., 2009; Fell et al., 2011; Shuets et al., 2001; Dills, 2010; Smith & Geller, 2009).
"The literature review found several broad programs that were effective, most notably high-visibility enforcement campaigns. Education-based programs were represented by 16 studies."

3.1. State of research on underage drinking and driving countermeasures

Despite these successes, work remains to be done. The decrease in underage drinking and driving fatalities suggests that effective programs exist that not only reduce underage alcohol consumption, but also reduce underage drinking and driving. Yet, it is unclear how much of this success is due to legislative progress versus the development of effective non-legislative countermeasures. This may leave many wondering if there are existing and effective programs that can be implemented in their own communities. Recently, NHTSA examined existing research on countermeasures to prevent underage drinking and driving (Smith et al., in press).

Smith et al. (in press) searched numerous databases to identify all peer-reviewed, published, empirical research on effective countermeasures to prevent underage drinking and driving. In total, 3,560 unique records were examined based upon the literature review search. Out of these records, only 21 empirical studies on this topic met the inclusion criteria. As discussed in Chapter 1, articles were excluded if they were not empirical, not related to the topic or population, not peer-reviewed journals/government reports, or not countermeasure-based. Additionally, research related to laws was excluded because significant research was already conducted in that area. Even taking the exclusion criteria into consideration, there simply is a scarcity of existing research to guide program planners in the selection of effective countermeasures. This lack of research highlights two very important phenomena: (1) research in this area is challenging and (2) further evaluation efforts are drastically needed. The following sections highlight some of the challenges that were identified through the review and then provide some insight into the aspects of conducting evaluations in this area.

3.1.1. Lack of existing research

Although 3,560 journal articles were examined, it seems highly unlikely that only 21 rigorous efforts (based on the literature review criteria) have been made to evaluate a program designed to decrease underage drinking and driving. The lack of published research may not only highlight the difficulty of conducting a proper evaluation, but also the difficulty of selecting an evidence-based program. Additionally, the lack of published research also could be an artifact of the “file drawer problem” in which results from non-significant effect interventions are never publicly released. Even with a notable lack of existing rigorous efforts, the literature review found several broad programs that were effective, most notably high-visibility enforcement campaigns. Education-based programs were represented by 16 studies.

3.1.2. Lack of rigorous scientific methods

Out of the 21 research studies, many were conducted with less-than-ideal research methods, including not selecting a control group. As another example, longitudinal data collection (i.e., studying behavior
3.1. Improper research reporting

The proper reporting of research findings is necessary to critically review existing research. Unfortunately, many individuals who published research in this area omitted key details. This was not only true for many of the articles that were excluded from the original literature review, but also true for the 21 articles that were ultimately evaluated (Smith et al., in press). Studies often failed to describe where the research was conducted and what the demographics were for their participants. Important information such as dropout rates and attrition were also regularly omitted. Be aware of these omissions when selecting programs and tailoring it to the community of interest.

3.1.4. Lack of objective data

Objective data are generally a gold standard. Perceptions are not as accurate, especially with underage participants who may not want to tell researchers, doctors, teachers, police, and others about their drinking and driving behavior. Furthermore, changes in perception are typically not sufficient to achieve desired outcomes such as reduction in underage drinking and driving behaviors. Unfortunately, only 6 of the 21 studies reported any objective measures (e.g., BAC or crashes). This type of data can be very difficult to collect, but evaluation efforts should strive to support subjective data with objective data whenever possible. Subjective data are information related to a participant’s perceptions, attitudes, feelings and intentions that cannot be measured, while objective data are measurable data such as crash statistics or BACs that quantify the actual behaviors.

3.1.5. Lack of diversity

Communities vary in important ways. Something that works for one community may not only be less effective in different communities, but may even have unintended results. It is important to understand the community where an evaluation was conducted. This provides insight into the potential suitability of the program for another community. Not only is it important to know the location of where a program was evaluated (e.g., countries have different minimum legal drinking ages), but also the gender and race of participants. Only 11 out of the 21 studies reported gender, and females represented the greater frequency of participation in seven of these studies. Race was reported only in 9 studies, and White participants made up the majority in each of the studies. Overall, there was a lack of diversity in the existing research. In the future, dedicated efforts should be made to conduct research in a broad range of communities in order to improve the generalizability of the program to other communities.

3.2. Common challenges to conducting evaluation efforts

While there are numerous challenges to conducting any evaluation effort [recruitment, randomization, demand characteristics (when participants respond in the way they think the researcher wants them to respond), mortality, etc.], certain challenges are unique to underage drinking and driving, such as the complexity of underage drinking and driving, and the fact that the target population of interest consists of minors. These challenges may reduce interest in conducting a proper evaluation. Indeed, this is likely one reason for the lack of existing research in this area. These challenges may make an evaluation effort not seem to be worth the time and resources; however, it is because of these challenges that proper evaluation is so important.

To best overcome these potential hurdles, it is important to be aware of the common barriers at the onset of an evaluation effort. We describe some of these common barriers below, focusing on their relevance to underage drinking and driving evaluation efforts.
3.2.1 Complexity of the underage drinking and driving problem

The contributing factors to underage drinking are multi-faceted and there is no one thing that leads to and/or reinforces drinking and driving behaviors. For instance, several studies highlight the complexity and multiple risk factors for drinking, particularly among adolescents (Sudhinaraset et al., 2016; NIAAA, 1997). Instead, there is a complex intersection of individual, peer, family, and community factors that influence this behavior. Hence, interventions should be multi-faceted in order to change the circumstances surrounding underage drinking and driving. In addition to the need for interventions to address more than one contributing factor, they may also need to be implemented in diverse settings such as schools, hospitals, etc. This added complexity also increases the challenges of implementing an effective evaluation.

3.2.2. The participants are minors.

Having participants younger than 18 creates challenges. Minors are not able to provide consent, which can add an extra layer to the evaluation process. As one example, parents may need to sign off on a student participating in an evaluation effort. This can reduce response rates and make parents uncomfortable if the purpose of the evaluation is not effectively discussed and disseminated to the community.

3.2.3. The participants won’t respond honestly.

Teens and young adults may not want to accurately report on their perceptions or actual behaviors related to illegal activity. This includes drinking and driving. If participants are not responding accurately and honestly, then it is nearly impossible to truly evaluate the effectiveness of a program. Fortunately, there are established procedures for facilitating honest and accurate participant reports, such as letting participants know that their feedback is needed, specifying the kind of feedback being sought after, clarifying how the feedback will be used, and guaranteeing anonymity. Objective data can also be used to support or replace subjective data in some instances.

3.2.4. Who is organizing or coordinating the effort?

Groups of people can be called upon to develop, implement, and evaluate a program, including teachers, parents, police officers, judges, doctors, and peers. As an example, consider who may be involved in implementing prom-night programs within schools. This can widely vary across schools and include driver’s education instructors, school counselors, gym teachers, Spanish teachers, special education instructors, and students. Finding the right person in a community to help with these efforts, appreciating the diversity of professional backgrounds, and developing efforts that can be implemented by a wide variety of personnel is an important challenge.

3.2.5. Who is performing the implementation and evaluation of the program?

It was evident from Smith et al. (in press) that the neutrality of program implementers and evaluators was not always considered. In terms of evaluators, think about who is collecting the data or responses. If high school students are asked to anonymously complete a survey, should they personally hand in their responses (particularly, if the responses are an admission of illegal activity) to a teacher or place the survey into an envelope held by an independent entity or researcher? In terms of implementation, make sure the implementer is truly unbiased. For example, a likeable teacher implementing an intervention could subtly signal the “proper” response to the students. Instead, it is important to maximize the accuracy and honesty of participant responses by having a neutral implementer where possible.

3.2.6. Evaluation is worth the time it takes.

Most people involved in programs to reduce underage drinking and driving have job responsibilities outside of program development and evaluation. Even with the support of a full-time program specialist or a position fully dedicated to these efforts, evaluation efforts can feel overwhelming due to the balancing of duties required for everyone involved. This guide can help you effectively develop, implement, and evaluate a program that can improve efficiency and help everyone see the meaning behind their efforts.
3.2.7. I have an obligation to help.

Often, understanding the effectiveness of a program or intervention requires direct comparison to an equivalent group of individuals who did not participate in the program or intervention. However, this could be seen as not helping a certain group of individuals for the sake of comparison. Fortunately, this issue can be solved by using strategies such as providing the intervention to the control group at a later time or staggering the intervention to the control group behind the implementation group.

3.2.8. Who is analyzing the data?

It is likely that a variety of individuals will assist with various stages of a program. However, it is unlikely that any of these individuals will have a strong data analysis and interpretation background. Statisticians are limited in number, and even statistics programs can be costly and difficult to use. It is likely that support will be needed related to analysis. Fortunately, resources do exist, and there are trained individuals who can help with this challenge.

3.2.9. People are motivated more by stories than data.

Unfortunately, we often wait until tragedy strikes our community to develop and evaluate programs. Furthermore, stakeholders and other members of the community may rely more on anecdotal stories and news reports than data to support the need for an evaluation or interpret the effectiveness of an evaluation. For example, imagine a school that does nothing to address underage drinking on prom night, but assumes that they “do not have a problem” because no students were injured or killed last year on prom night. The lack of a tragedy does not imply that no harm will result in the future.

3.3. The path forward to zero underage drinking and driving fatalities

There are important but not insurmountable challenges to conducting effective evaluation efforts in the domain of underage alcohol consumption. Only by identifying these challenges and proactively developing strategies to overcome these hurdles can an effective evaluation effort be achieved.

Continuing the progress in reducing harm from underage drinking and driving requires continued research and evaluation. Due to the limited existing research on programs designed to reduce underage drinking and driving, increasing the number of evaluations conducted on existing and new programs is essential to finding truly efficacious solutions addressing underage drinking and driving.
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Planning the Program and Evaluation

PROGRAM and evaluation plans provide a roadmap for the effective development of a program and its evaluation. These plans outline the steps needed to put limited time and resources to the best use. In addition, planning for evaluation at the beginning—even before implementing a program—is highly recommended.
Program and evaluation plans provide a roadmap for the effective development of a program and its evaluation. These plans outline the steps needed to put limited time and resources to the best use. In addition, planning for evaluation at the beginning—even before implementing a program—is highly recommended because doing so allows baseline data to be collected that can be used to assess whether changes in participants’ behaviors were due to the program.

This chapter is organized based on the assumption that both the program and evaluation plans are developed during the planning phase. However, this may not be the situation in all cases. Depending on the case at hand, consider the steps that are relevant and leave out the non-relevant steps. Even though the guide is organized as a procedure—Step 1, Step 2, and so on—program planning and evaluation do not have to occur in a linear fashion. For example, Step 2 - Identify and Engage Stakeholders, could be done either before or after Step 3. Additionally, some steps are best done iteratively.

4.1. STEP 1: Assemble team

Program planning, implementation, and evaluation are best carried out as team-based activities. Assemble a core team of administrators, managers, staff, and volunteers who are passionate about and believe in the purpose, mission, vision, and goal of the program.

A successful program will involve the team throughout the process of planning, implementing, and evaluating the program, including brainstorming strategies, creating evaluation questions, gathering feedback, and so on. Full team involvement also helps to ensure organizational commitment to and buy-in for the program. Before assembling the team, it is also important to spend some time assigning roles and responsibilities to ensure effective resource utilization.

Here are some questions to keep in mind during this process (adapted from FEMA, 2013)

+ What are the strengths and values of team members?
+ Do individuals at all levels support the program?
+ Does the staff within your organization have the capacity and support to implement and sustain the program? If not, brainstorm strategies for creating or maintaining this support.

Depending on the resources available, and the needs of the program and evaluation, one core team could be responsible for all the phases from planning to implementation of the program and evaluation, or different team members could be chosen for each task.

4.2. STEP 2: Identify and engage stakeholders

4.2.1. Who are the stakeholders?

A stakeholder is anyone with a stake or vested interest in the program, such as:

+ Intended users of the program who are served or affected, such as participants, advocacy groups, and community members;
+ Intended users of the evaluation results, such as policy makers, community members, parents, and teachers; and
+ Those involved in the program’s implementation and evaluation, such as core team members, program staff, and sponsors.

In general, stakeholder members are not limited to the categories listed above. Consider including members who can provide quality information to develop, plan, implement, and evaluate the program. One of the key requirements for conducting good quality evaluations is addressing stakeholders’ concerns and needs at every stage of the evaluation process. The process of engaging stakeholders is not trivial; it is worth the effort.

Benefits for engaging the stakeholders from the beginning include the following.

+ Garnering organizational commitment and buy-in from the target audience
+ Improving the validity and utilization of evaluation results
+ Increasing the chances of funding for the program
+ Developing and prioritizing program activities and evaluation questions
+ Selecting and piloting data collection methods
Exercise 1: Identification of stakeholders

The first part of Step 2 is figuring out which group of stakeholders to include in the process, from initial program planning up to the final step of disseminating evaluation results. This activity can be done in various ways; we offer an exercise adapted from a CDC program evaluation primer (CDC, 2011a).

1. Identify stakeholders with interests that align with the program’s goals along with the purpose of the evaluation and its focus. Some stakeholders with key interests include the following.
   - Implementation of program (i.e., those who are involved in implementing the activities of the program)
   - Utilization of evaluation results (i.e., who will advocate for the changes recommended by the evaluation)
   - Target audience (i.e., those who will be impacted by the program)
   - Influence over program’s future (i.e., who will advocate for continuation of funding)
   - Credibility of the evaluation (i.e., who will use the evaluation information)

One good practice is to use team-based activities to finalize these criteria.

2. Create a table listing the characteristic of interest and jot down the stakeholders who fall under those categories (Table 1). The number of stakeholders and the categories they fall into varies case-by-case. Sometimes a stakeholder may fall into more than one category and sometimes there may be none in a category.

The CDC suggests forming a stakeholder working group of 8 to 10 members. While it may not be feasible to get every stakeholder into a working group, it is worth considering their information needs from their diverse viewpoints. The exercise that follows may be helpful in gathering the needs of a stakeholder group.

Table 1. Identifying key stakeholders (excerpted and adapted from CDC, 2011a).

<table>
<thead>
<tr>
<th>Who are the key stakeholders needed to...</th>
<th>Increase credibility of evaluation and efforts</th>
<th>Implement the program activities and evaluation</th>
<th>Advocate for changes and utilize the evaluation results</th>
<th>Fund and/or influence the future of the program</th>
</tr>
</thead>
</table>

Exercise 2: Identify the stakeholders’ needs and gather their input on evaluation

Once the stakeholders are identified, the next step is to understand their needs and perspectives and the components of the evaluation that matter most to them. This activity can also be done in several ways. One way is to ask the following questions during the planning phase (excerpted from CDC, 2011a, p. 16):

- Who do you represent and why are you interested in this program?
- What is important about this program to you?
- What would you like this program to accomplish?
- How much progress would you expect this program to have made at this time?
- What do you see as the critical evaluation questions at this time?
- How will you use the results of this evaluation?
- How would you like to receive the evaluation results? How often would you like to receive them?
- What resources (i.e., time, funds, evaluation expertise, access to respondents, and access to policymakers) might you contribute to this evaluation effort?
The responses can be tabulated and themes can be developed from them. Some of the expected outcomes of this exercise include:

+ Identification of the information each stakeholder will use;
+ Identification of the role each stakeholder will play;
+ Identification of the mode of communication preferred by each stakeholder along with the preferred frequency of communication; and
+ Identification of the stakeholder’s expertise.

Consider spending some time developing a plan and an agreement on shared stakeholder roles and responsibilities to avoid any conflicts or diversions from the purpose (e.g., a group of stakeholders overstepping their boundaries and interfering with another group’s work). Depending on the interest and expertise of stakeholders, one might be involved in various phases of program planning and evaluation. The potential phases in which stakeholders might be best involved in are:

+ Program planning: Needs assessment, developing the strategy and activities that would address the needs of the target community;
+ Evaluation planning: Prioritizing the evaluation questions, selection of evaluation approach, and design;
+ Data collection: Pilot testing data collection tools, collecting data from the target community, ensuring that data collection is conducted ethically; and
+ Data dissemination and utilization of evaluation findings.

**4.3. STEP 3: Planning the program: What is the problem in the target community?**

It is ideal to start evaluation before the program is implemented. In Steps 3 through 7, we discuss the key components of planning an effective program. Please note that these steps are related to the program itself, not its evaluation; however, both program planning and evaluation are interlinked because program planning will inform evaluation and vice-versa. For instance, goals that will be developed during program planning will later be translated into long-term outcomes that need to be evaluated. Similarly, objectives can be translated into short-term and mid-term outcomes, while actions can be translated into activities. Secondly, evaluation results will ultimately be utilized for improving the program by informing future program planning, as seen in Figure 1.

When developing an effective underage drinking and driving program in the target community, it is important to know what the problem is in the community and the extent of the problem (who is most affected, where they are, etc.). This information will help to tailor the program to the target audience. A tool that is useful for this purpose is a needs assessment of the target community.

In 2018, of the 404 young drivers killed who had alcohol in their systems, 331 (82%) were at .08 g/dL or higher (past the legal driving limit for those legally permitted to consume alcohol).

(NCSA, 2020)
4.3.1. Needs assessment for program planning and baseline data for evaluation

Needs assessment is a good opportunity to gain deeper understanding of the problem in the target community. Assessing the contributing, predisposing, and enabling factors leading to underage drinking and driving behaviors in the target population and community is critical, as human behaviors are influenced by one’s environment, social structure, and culture. Therefore, in order to change behaviors, effective interventions should address the target problem by including the factors that influence underage drinking behavior, situational context, and the target community’s environment, which can be determined through a needs assessment. Needs assessment will also help to determine the community’s baseline condition, which is essential information for assessing whether the program has made any difference in the target community by comparing the changes in outcomes after the program has been implemented with those from the baseline condition before program implementation.

Furthermore, needs assessment, when done by reaching out to the target population (the stakeholders with a vested interest in the program), will provide an opportunity to build relationships with community members and other stakeholders. This will be valuable in ensuring the buy-in and development of a tailored program relevant to the target audience.

The needs assessment process could be simple or in-depth, depending on the questions to be answered and available resources, including time, money, and staff. The following are two commonly used methods for needs assessment: existing data review and cross-sectional study.

1. **Existing data review** – Many agencies may already have a significant amount of the information needed to understand the underage drinking and driving problem in the target community. Before considering the task of collecting data, review any existing data. Some potential sources for underage drinking and driving information may include:
   - Police records
   - Vital statistics division of public health departments
   - The Census Bureau
   - Colleges and universities
   - Hospital emergency rooms

2. **Cross-sectional study** – This strategy involves use of surveys, interviews, and focus group discussions of a selected sample of the target audience. This methodology will help in gathering data about attitudes, perceptions, local policies, and the local environment promoting underage drinking and driving in the community. As discussed earlier, this method also has the potential of providing an opportunity to develop relationships with your target audience.

### USEFUL RESOURCES TO LOOK AT:

- NHTSA's [Community How to Guide on Needs Assessment & Strategic Planning](https://www.nhtsa.dot.gov) (Beer & Leonard, 2001)
- The University of Kansas Community Tool Box (Center for Community Health and Development, n.d.)

4.4. **STEP 4:** Planning the program: Identify effective programs

Selecting the ideal program can be one of the biggest challenges. The process may include countless hours searching for programs (e.g., online), talking with colleagues, or speaking with vendors at a professional conference. A section below is designed to provide a few strategies that might help to identify effective programs for the community of interest. Two misconceptions related to selecting a program are highlighted, along with advice on how to avoid these common hurdles.
3 REASONS summarize why an evidence-based program is important.

**Good intentions do not guarantee good results.**
Effective programs all begin with the good intentions of the implementers to devote time and energy to improving the health outcomes in a community. This dedication should be applauded and fostered. Yet, it takes more than passion to achieve positive results. Implementing programs with proven track records or conducting proper evaluations of new programs to be implemented will make the most of the team’s effort. This is the best way to guarantee that the hard work is rewarded with positive results.

**Face validity is a start, not a solution.**
In psychology, face validity refers to the extent that a test subjectively measures what it is purported to measure. Simply put, any test or program should subjectively appear that it will be effective. However, one of the most dangerous things a program implementer can do is rely solely on this instinct. Program implementers should use their best judgment to select a program, but also must have the neutrality to look at the data and support for each program. Select a program that not only feels right but also has a strong research backing.

**Doing something does not mean doing the right thing.**
Simply implementing a program does not guarantee that the program will be effective. Sometimes the most effective programs that have been implemented elsewhere may even produce the opposite effect in a different target community. Indeed, some well-intentioned programs have been shown to increase the problem behavior they were attempting to reduce. It seems logical that any program designed to produce a positive health outcome would have a positive effect, but this is not always the case. Do not pick a program just to do something.

4.4.1. Appreciating the need for evidence-based programs

**Misconception 1:** With my experience, I already know which programs will and will not work for my community.

The experience, commitment, and passion of program planners are the foundation of selecting an ideal program for a community. We encourage bringing in experienced perspectives (Steps 1 & 2) and assessing the specific needs of your community (Step 3). However, these steps do not supplant the need for identifying programs with a demonstrated history of success in other communities through solid research.

The focus of this primer is on evidence-based programs. While many definitions exist for evidence-based programs, all have similar key components. These programs have been researched using rigorous scientific methods and have consistently and reliably demonstrated positive change in relevant outcome measures across multiple studies. This is the gold standard for identifying the programs that have proven successful, thus increasing the likelihood of achieving positive results. This primer provides information on identifying evidence-based programs and evaluating the evidence behind those programs.

4.4.2. Using expert judgment to evaluate research evidence

**Misconception 2:** All programs that claim to be effective are effective.

Evaluating the true effectiveness of a program is a challenge, especially for those who are not trained in program evaluation or research. Some strategies to evaluate research evidence to select a program are detailed below.

**STRATEGY 1**

**The story behind a program does not make it effective.**

There is often an assumption that the people and businesses developing these programs all have their hearts in the right place. Indeed, many of the creators of popular programs related to underage alcohol consumption, drug usage, or drinking and driving care deeply about saving lives. Personal tragedies and loss have motivated many individuals to develop programs to prevent their
heartache from being repeated. Remember from Misconception #1, even if someone has his or her heart in the right place that does not necessarily mean the resulting program will be effective. This is particularly true if the individuals do not have a background in program design and evaluation, or if they did not receive expert help. Appreciate the heart that went into developing a program, but do not let that replace the need for direct evidence of program effectiveness. Programs that rely on passion as evidence may not have the direct research evidence to demonstrate their effectiveness. Consider both the passion and the results when deciding which program to choose.

**STRATEGY 2**

**Seeing the evidence to believe the evidence.**

Many programs will tell you that their program is evidence-based or supported by research, but they will not provide any specific details about this evidence. Furthermore, the developers of these programs may be trying to describe their program through the best possible lens. This could be handpicking the research studies or only highlighting the most positive findings. It should also be understood that the developers, marketers, and sellers of many of these programs are also running a business. This does not take away from good intentions or mean that these programs are not good choices. However, businesses must sell a product to survive. Just like other businesses, the developers of these programs may develop convincing advertisements and may promote an optimistic view of their program or product. Be careful to see through the marketing and examine any evidence that the program has a demonstrated effectiveness.

The first step is to begin looking for supporting evidence for the claims made by the program. Surprisingly, programs may not even claim to have research evidence or will ignore the evaluation of their program entirely. Others will make broad, general claims, like “our program reduces drinking and driving crashes by 74%.” Be skeptical of any program that does not provide specifics on how these numbers were calculated. Look for the methods for how these numbers were generated. If specific methods are missing, then there is probably a reason to not believe their claims.

If claims are made about the effectiveness of the program, pay careful attention to how effectiveness was assessed, who performed the evaluation, and where the results were published. If the outcome is self-reported (as opposed to objective data such as reductions in crashes) or has “client satisfaction” as the only outcome, be skeptical. For example, it is not paramount if the participants, teachers, or students “liked” the program. What is important is evidence of the program’s impact; that is, did the program produce the desired health outcomes? Since it is difficult for a program to provide unbiased research into its own effectiveness, try to find programs that were evaluated by external researchers or firms. Finally, consider if the research evidence supporting the program was published in a peer-reviewed journal or by a government entity. Give more weight to programs that were published following a peer review, which indicates that the methods and results of the research in question were evaluated by other experts in the field.

Specific warning signs that a program may merit more research are:

- There is no mention of any evaluation efforts or data to support the effectiveness of the program.
- The program relies entirely upon testimonials to support the program.
- No external evaluation has been performed or the program only discusses its internal results.
- “Client satisfaction” or other subjective measures were used as the primary evaluation metric.
- Claims are made regarding the effectiveness of the program, but it is unclear how these data were generated or where the statistics were taken from.
- The program has not yet been implemented and does not have any previous clients.
- There are broad claims of success or the program appears too good to be true.

**4.4.3. Identifying effective programs**

Even practitioners with years of experience may have trouble identifying the newest programs or smaller programs that have not received significant public attention. This section offers information on how to initiate a search for the best program. All the sections below highlight important ways to identify programs. It is best to use multiple methods and identify the largest number of relevant programs available.
Existing resources

There are many reports, documents, and guides that may help you find existing programs. A few useful resources include the following:

- Drinking and Driving – A Road Safety Manual for Decision-Makers and Practitioners (Cairney et al., 2007).

Internet searching

Many relevant programs are developing a stronger online presence. Entering simple keywords into a search engine can result in dozens of potential programs. Please be mindful that there are two different ways to do online searches. The first method is broad and non-academic. This includes simply identifying programs, perusing their material, and perhaps finding other indirect sources that describe a program. This is highly useful, but targeted searches to find evidence on the programs that emerge during the initial search may also be needed.

The second method of searching is academic. Specifically, this method involves targeting the academic, scientific, and peer-reviewed literature. Instead of entering keywords into a basic search engine, an academic database, such as Web of Science or "Google Scholar," is recommended. Depending on institutional resources, it may be challenging to gain access to some of this academic literature since access to the original article will most likely require permissions and may not be free. In this case, a library may be able to request copies of articles or you may be able to gain access by partnering with an academic institution or contacting the author or researcher for more information.

Survey colleagues

Colleagues in your field may be implementing similar types of programs in their communities and they may be valuable resources in finding effective programs. Learn from their experiences. Collect the names of programs, listen to their thoughts and experiences, and independently seek out evidence for the effectiveness of these programs.

Contact experts in the area

Through conferences, professional gatherings, colleagues, or the Internet, there are many opportunities to identify experts in your program area. Experts may have backgrounds or experiences that make them an insightful contact. Experts could include program implementers, community leaders, university researchers or professors, program evaluators, or even the companies who designed a program or product. Do not feel reluctant to reach out to these experts. Many of these individuals will be pleased and happy to know someone is interested in their experience. Again, remember to independently seek out evidence supporting any programs that may emerge from this process.

Develop a new program

Even after conducting research into possible programs and evaluating the evidence supporting each one, it is possible that no programs adequately meet your specific needs. In these circumstances, it may be preferable to develop a unique program. Please keep a few things in mind when deciding to take this route. By definition, a new program will not have been evaluated, which will make it challenging to truly predict its effectiveness. It may be worth renewing efforts to identify programs or offering to provide an evaluation of an existing program.

If developing a new program, be extra vigilant in following the steps outlined in this primer. It will be important to build a broad base of partners that will be able to aid the development, implementation, evaluation, and documentation of the program. These efforts may not only improve your community, but could potentially be implemented in other communities. The ability of this program to serve as a model for other communities will rely heavily on conducting a proper evaluation.
4.5. STEP 5: Planning the program: Tailor the program to fit target community needs and population

One size does not fit all. It is not advisable to simply replicate a program conducted somewhere else. Instead, consider how the individuals and the community affected by the intervention are unique, and create an intervention program that best suits the target population. Needs assessment and engaging stakeholders will help in tailoring the program to its target audience. This is crucial for making an impact, ensuring a successful implementation, and gaining community acceptance.

In addition to tailoring the program to the target audience, developing a program that incorporates multiple strategies affecting multiple social-ecological levels (e.g., individual, interpersonal, community, and population) is critical to changing youth behaviors. One model that is well studied and evaluated in the public health community is the socio-ecological model (Appendix A).

4.6. STEP 6: Planning your program: Develop the strategy

The elements of program strategy include:

- Mission
- Vision
- Goals
- Objectives
- Indicators/measures
- Activities
- Outputs
- Resources/inputs
- Context
- Goals
- Objectives
- Indicators/measures
- Activities
- Outputs
- Resources/inputs
- Context
- Goals
- Objectives
- Indicators/measures
- Activities
- Outputs
- Resources/inputs
- Context

This step will help in figuring out some of the important questions, such as the reason for developing the program, and what the program is expected to achieve. Additionally, the elements of the strategy will also inform the evaluation of a program, as depicted earlier in Figure 1. Strategy development is best done by engaging the core team and stakeholders. This is not a trivial activity.

“Many research-based programs are being implemented for populations for whom they were never intended, and for whom research has not proven their effectiveness. For instance, a universal drug prevention program, such as the Life Skills Training program, should be implemented with whole classrooms and not with drug-addicted youth for whom the program has not been tested. The prevention elements of this program may not be effective with youth involved in drugs.”

Source: Successful Program Implementation: Lessons From Blueprints (Mihalic et al., 2004)

While it may be challenging, it is ultimately worthwhile, as it will enhance the commitment of the team and help secure the support of the target population.

4.6.1. What is the mission?

The mission is the purpose of the program. Developing the mission statement helps ensure development of effective goals and activities.

Consider these questions when developing a mission statement (Source: FEMA, 2013, p. 5):

- Why does this program exist?
- How will this program benefit my organization?
- How will this program benefit the public?
- How will this program benefit the young people who participate in it?

4.6.2. What is the vision?

The vision frames the long-term aspirations for the program, for example, its intended accomplishments in 5 years.

Consider these questions when developing a vision statement (Source: FEMA, 2013, p. 6):
4.6.3. What are the goals?

Goals are like milestones and are the result of mission and vision statements. In other words, they are the aims of the program. Develop goals that are realistic, broad, and that clearly reflect what the program hopes to achieve. Goals may evolve over time, and thus it is important to develop both short-term and long-term goals.

Examples:
- Increased commitment among teens, parents, and community to reducing alcohol access and use among teens.
- Increased enforcement of sobriety checks.
- Increased awareness of GDL laws.

4.6.4. What are the objectives?

Program objectives state the expected results and the steps to reach them. Developing specific and measurable objectives helps to ensure the efficient use of funds and resources. One useful strategy is to use SMART (Specific, Measurable, Achievable, Realistic, Time bound) objectives, as follows.

- **Specific:** related to one result.
  - “What exactly are we going to do, and with or for whom?”
- **Measurable:** guide developing data collection for evaluation.
  - “Is it measurable, can WE measure it, and how?”
- **Achievable:** attainable expectations.
  - “Can we get to the desired results?”
- **Realistic:** executable and achievable with available resources.
  - “Can we get it done in the proposed time frame with our existing resources and context?”
- **Time bound:** specific to a given time frame
  - “When will we accomplish this objective?”

Example:
One year after initiation of the program, rates of underage drinking and driving among high school students in the school district will be reduced by 30%.

The majority of program planning and evaluation primers suggest developing a statement like the one above (Bjerke & Renger, 2017), which is sometimes considered one item off the list of things to do for planning and evaluating program; however, will developing such a statement be sufficient as a SMART objective— is it really SMART? For instance, if baseline measurements in the community are missing, the above statement of achieving a 30% reduction in underage drinking and driving rates in one year does not make any sense, and secondly, is a reduction of that magnitude achievable in one year? Bjerke and Renger suggested a step approach where the team should first develop a specific, measurable, and realistic objective. After collecting the baseline data, the achievable and timely component of the objective can be developed. The idea is that collecting baseline data would inform the program planner whether the objective can be achieved, and if so, what would be the appropriate timeframe for reaching that objective? Thus, this step approach will help in developing objectives that are indeed SMART.

4.6.5. What are the outcomes?

The outcomes are the desired benefits resulting from the program. The outcomes can take on several forms depending on the levels at which they are collected: long-term, intermediate, short-term, and proximal to the program. Another way to look at this is as the presence of a “potential hierarchy of effects” (Rockwell & Bennett, 2004). The central hypothesis is that participation in a program (number of participants reached, their characteristics, etc.) will create reactions to the program (e.g., feelings, interest, and acceptance of the program countermeasures). These reactions will lead to learning (i.e., knowledge, opinions, skills, and aspirations). Later actions (behaviors) will result from learning, which will further lead to changes at the system and environmental level, and thus lead to long-term health outcomes in the target community (see Figure 2).

Evaluation experts recommend collecting outcome data at several levels of the hierarchy to improve the quality of evaluation. Furthermore, data on outcomes at lower levels help in explaining changes seen in outcomes at higher levels (CDC, 2011a).

4.6.6. What are the indicators or measures?

Once the objectives and outcomes are clearly stated, the next step is to figure out indicators or measures. Indicators are statements that define exactly what is desired; they are specific, observable, and measurable, such as crash rates.
TEENS PARTICIPATE IN THE UNDERAGE DRINKING AND DRIVING PROGRAM

Number of teens reached  Frequency and intensity of contact  Demographics  Personality factors

REACTIONS: PARTICIPANTS REALIZE IMPORTANCE OF NOT DRINKING AND DRIVING

How did participants engage in the program?  Degree of interest  Feeling towards the program  Acceptance of activities and educational methods

LEARNING: PARTICIPANTS LEARN THE BENEFITS OF NOT DRINKING AND DRIVING

Knowledge  Attitudes  Beliefs  Perceptions  Skills and self-efficacy

ACTIONS: PATTERNS OF BEHAVIORS ADOPTED BY THE PARTICIPANTS

Stopped drinking and driving  Discouraging drinking and driving among their peers  Increased support and advocacy for stronger enforcement and penalties for underage drinking and driving

SYSTEM AND ENVIRONMENT CHANGE

Changes in social, economic, or environmental conditions as a result of recommendations, actions, policies and practices implemented: e.g., zero access to alcohol for underage drivers, higher penalties for underage drinking and driving

OUTCOMES

Long-term desired outcomes: e.g., significant reduction or elimination of injuries and/or fatalities from underage drinking and driving

Figure 2. Potential hierarchy of effects. The boxes illustrate six levels in the hierarchy of effects, beginning with short-term effects, continuing through next-level effects, eventually leading up to long-term effects. Examples relevant to underage drinking and driving program are presented in the bottom half of each box (Adapted from Bennett & Rockwell, 1995, and CDC, 2011a).

Indicators are helpful if the developed objectives are not SMART; if the objectives are SMART, then the objectives themselves can serve as the indicators. It is recommended that indicators should be set in consultation with the team and stakeholders. It is important to note that baseline measurements of selected indicators must be taken before implementing the program. Finally, there can be more than one indicator for each outcome or objective.

Example #1:

+ **Objective**: Reduction in number of crashes involving drinking and driving among underage drivers. (This is an example objective that will be achieved by very few programs given it requires causal attribution. It is more commonplace for programs to evaluate before-and-after numbers and assume that their program precipitated the change.)

+ **Indicators**:
  - The number of fatal crashes involving at least one underage driver/motorcycle rider with an illegal BAC, or
  - The number of fatal crashes per 100,000 registered vehicles involving at least one underage driver/motorcycle rider with an illegal BAC.

Example #2:

+ **Objective**: Reduction in the incidence of underage drinking and driving.

+ **Indicator**: The proportion of underage drivers with an illegal BAC recorded at random road checks or breath-testing stations.

Example #3:

+ **Objective**: Increase the level of community concern about underage drinking and driving.

+ **Indicator**: Proportion of population sample surveyed who identify underage drinking and driving as a problem.

Example #4:

+ **Objective**: Increase the level of community support for underage drinking and driving prevention initiatives.

+ **Indicator**: Level of community support for stronger enforcement and penalties for underage drinking and driving.

4.6.7. What are the activities?

Activities are the actions that make up the program of interest, such as writing proposals to secure funding, training the staff, recruiting participants for the program, publicizing the program, developing the program, implementing the program, and evaluating the program.
4.6.8. What are the outputs?
Outputs are the direct results of activities, such as funds procured, number of staff members trained, and number of participants recruited.

4.6.9. What are the resources/inputs?
Resources/inputs are the resources needed for developing and implementing the program, including the people, funding, and data needed.

4.6.10. What is the context?
The context of the program is the larger environment in which the program will be implemented. Some of the contextual factors include politics, history of the program, support for the program, social and economic conditions of the agency involved, and the target community. Essentially, these are the external factors that may influence the program and evaluation. It is wise to be aware of them.

From the perspective of program evaluation, understanding the context will provide significant direction for interpreting the evaluation results. Secondly, knowing the context also helps when assessing whether a program can be transferred to other settings or geographic locations. When considering transferring a program, it is essential to compare the original context of the program with that of the proposed location.

4.7. Step 7: Develop a logic model

A logic model is a useful tool for program implementation and evaluation.

- It conceptualizes the utilization of resources (inputs) into activities and outputs, and then further into outcomes (short-, medium-, and long-term), all of which include the environmental context of the target community. Thus, a logic model highlights the relationships between resources, activities, and desired outcomes (see Figure 3 right).
- It ties the elements of program strategy together and later connects the program planning with evaluation. For instance, the outcomes that are desired and/or planned during the program planning are the measures to be assessed during the evaluation (See Figure 1).

“A logic model is a systematic and visual way to present and share your understanding of the relationships among the resources you have to operate your program, the activities you plan, and the changes or results you hope to achieve.”

(W.K. Kellogg Foundation, 2004)
Logic models can take several forms built on the components of the basic framework shown in Figure 3. The University of Wisconsin-Extension’s Educational Program Development and Evaluation (Taylor-Powell, 1998) resource provides a wealth of logic model templates and examples, and instructions to consult when developing a logic model for your program. These templates and examples provide additional information and context as to how one can leverage the above basic framework to develop an appropriate logic model for your program. For a relevant example, see the Reducing Under Age Drinking - Logic Model (Lisowski, 2009) that was developed for Buffalo County, Wisconsin.

Exercise 3: Developing a logic model

To better illustrate the method of developing a logic model, this step-by-step exercise outlines the best practices for developing a logic model.

Step 1: Assemble the team for a logic model development meeting. Logic model development is best done as a team-based activity. This will facilitate team member cohesion and will also garner buy-in and organizational commitment.

Step 2: Distribute key information about the program ahead of the meeting. Not everyone will have a complete understanding of the program, so it is good practice to circulate important documents. This will ensure that everyone is on the same page and can better contribute to the logic model’s development. These documents include program strategy, mission, vision, goals, objectives, outputs, outcomes and activities, needs assessment findings if any, etc.

Consider developing a note taking plan. This is an activity that is often neglected. Approach a member or members of the group in advance of the meeting and develop a note taking plan. Determine and write out the timeline for completing the logic model development activity based on your organizational setup, resources, and team. This could be a few hours, a full day, or a series of meetings over a longer time frame.

Step 3: As a team, begin the task of creating the logic model.

Discuss and write down the elements of the logic model (inputs, activities, outputs, and outcomes), using the basic logic model shown in Figure 3 as an example. These elements were discussed earlier in Step 6. One easy method would be to simply use the elements developed in Step 6. If this is not a viable option, then working backward from outcomes by asking “how to” will help to identify the elements of the logic model. A third option for identifying the elements is working forward from activities by asking “So then what happens?” (taken from CDC, 2011a, p. 27).

+ Inputs (Resources):
  - Make a list of program resources, including financial and non-financial. Utilize mission, vision, and strategy documents to carve out the resources. If these are not developed, consider doing it now.

+ Activities:
  - Answer the question, “What do we do with the available resources?”
  - List all of the program’s events, actions, and services.
  - Consider developing activities that align with the program’s goals.
  - Work with the team to identify:
    - Any current activities that are not in line with program goals
    - Additional activities necessary to reach goals and objectives that are not currently planned or being provided by the program

+ Outputs:
  - Outputs are direct results of the activities and therefore link activities to the target population.
  - Example: Number of participants in attendance.

+ Outcomes:
  - Outcomes are the measurable changes that are desired from implementing the activities.
  - There are short-term, intermediate, and long-term outcomes, which are expected to be attainable at different times.
  - For example, short-term outcomes could be
those related to behavior changes that are attainable 1–3 years post program implementation.
- Long-term outcomes encompass factors related to societal, economic, civic, and environmental changes that may take more time (e.g., ~5 years). Changes in fatalities and injuries from underage drinking and driving that may have occurred due to program implementation are examples of long-term outcomes.
- Please note that the stated timelines are just examples, and will likely differ based upon how and what outcomes will result from the program’s activities and interventions.

+ Make note of the assumptions made for achieving the program’s goals.
+ Develop measures/indicators for outcomes.
  > Developing objective measures is advisable. These are determined by the aim of the evaluation, the evaluation approach used, resources available, and requirements of the stakeholders.
  > Consider the following checklist to ensure that indicators are developed appropriately (adapted from Project STAR, 2006).
    - Are the indicators specific and measurable?
    - Are the indicators in line with desired results?
    - Are the indicators reliable sources of success?
  > Examples:
    - Injury and death rates
    - Drinking and driving rates
    - BAC levels
    - Changes in attitudes

4.8. Step 8: Planning the evaluation: Develop the strategy

In the previous step, we discussed developing a strategy for the program and a logic model that connects the resources to the desired outputs from the program. This step moves on to developing a strategy for evaluating the program. Program evaluation strategy elements include purpose, evaluation questions, and evaluation design.

4.8.1. Purpose: Why evaluate?

Determining the purpose of the evaluation will inform stakeholder identification, the questions to be addressed during evaluation, the evaluation approach, the methods of data collection, and dissemination of evaluation results.

Generally, the purpose of evaluation falls into four primary categories:

+ Accountability: Evaluation of the program will help to determine if the program objectives were reached. This information will help in deciding whether it is best to continue the program or not.
+ Program Improvement: Evaluation of the program in most cases is done to understand the program’s strengths and weaknesses, whether the funds were utilized effectively to reach the goals of the program, and why or why not. These insights will help to improve the program further, either by process or strategy modifications.
+ Effectiveness: Did the program achieve changes in the behaviors of interest? Did it sustain the changes in the behavior?
+ Evidence for Impact: For this purpose, the evaluation will examine whether the program made an impact in the target community.

Determining the purpose of the evaluation informs important decisions such as choosing stakeholders, choosing evaluation questions, and deciding when to implement the evaluation.

Step 4: Finalize the logic model.

Before wrapping up the activity, there are few items to note:

(a) Is the logic model as detailed or as broad as desired? Logic models can be broad or specific as needed, which depends on the purpose of the logic model. For instance, sponsors may be more interested in broad logic models, while staff members might like to see a very detailed logic model; and
(b) Clean and develop the final logical model.
Exercise 4: Evaluation purpose

An exercise to develop the purpose of the evaluation is given below (excerpted and adapted from HHS, 2011b).

Step 1: Identify the stakeholders who would be interested in the evaluation (see Exercise 1 in this primer).

Step 2: Identify what is to be evaluated from each stakeholder group’s perspective (use Exercise 2 in this primer).

Step 3: Identify how each stakeholder will use the evaluation results.

Step 4: Develop an evaluation statement relevant to each stakeholder group.

Step 5: Combine all the statements from the steps above into one overall purpose statement.

Jot down the responses to Steps 1-5 above in Table 2 below.

4.8.2. Evaluation questions: What to evaluate?

Program evaluation questions will vary depending on the stage of the program and the intended users of the evaluation results. Usually the evaluation questions fall into these three categories:

+ Process evaluation
+ Outcomes evaluation
+ Impact evaluation

Process evaluation

A process evaluation determines whether the program was implemented as planned instead of measuring any changes among the target audience. In a nutshell, this evaluation will help in understanding strengths and weaknesses and thus help in improving the program. A process evaluation serves the purposes of accountability and program improvement. For example, a process evaluation of an online educational program will ask the following questions (Adapted from Cairney et al., 2007).

+ Was the online program pre-tested?
+ Were the modules/activities in the program implemented as intended?
+ Did the modules of the program address the issue?
+ Was the target group reached?
+ How many participants completed the online program?
+ What barriers, if any, did the participants experience (accessibility to the program such as venue, and timing of the program; competency of staff; etc.)?

Process evaluation is also called formative evaluation because this type of evaluation is typically used for improving the program by focusing on implementation issues.

Outcomes evaluation

An outcomes evaluation determines the effectiveness of a program at producing changes in factors that influence the behaviors of interest. In other words, an outcomes evaluation addresses the question of whether the desired outcomes were reached or not? This evaluation can be utilized to evaluate any kind of outcome depending on your goals: short-term, medium, long-term, proximal, or distal to...
the intervention. Depending on the purpose of the evaluation, outcomes evaluation will examine changes in any, all, or some of the following outcomes.

- Knowledge, attitudes, intrinsic motivation to drink and drive
- Perceived risk or protective behaviors
- Access to alcohol, local laws, availability of alcohol alternatives, etc.
- Any unintended consequences (e.g., have participants adopted any attitudes favoring drinking and driving?)

Typically, the outcome measures collect evidence for change in the lower end of the “potential hierarchy of effects” shown in Figure 2, which includes the reactions, learning, and actions. The impact evaluation discussed below evaluates changes in system and environment and health outcomes (e.g., injury and fatality rates from motor vehicle crashes due to underage drinking and driving).

**Impact evaluation**

Impact evaluation provides evidence for whether the program worked and made a difference. Establishing causal attribution is necessary (i.e., the changes in outcomes can be attributed to the program). Causal attributions are the gold standard, and few programs can definitively claim that their program achieved its desired impact. The next step provides more detail on evaluation designs and approaches for establishing causality or causal attribution. Impact evaluation also provides proof of concept and is helpful in scaling the program to other regions.

- Did the program make any difference in the target community?
- Was there a reduction in the number of underage drivers who drink and drive that can be related to implementing the program of interest?
- Was there a reduction in road crashes involving underage drinking and driving that can be related to implementing the program of interest?
- Are there any unintended consequences that can be related to implementing the program of interest (e.g., did teens mention more drinking and driving after attending the program of interest)?

Finally, based on the available resources, purpose, and goals of the evaluation, along with input from stakeholders, prioritize the evaluation questions. Rank them and then develop a time frame for each question. In other words, include in the plan when to conduct the evaluation and how long the evaluation should take to complete. Table 3 is provided as a tool for this purpose.

### Table 3. Evaluation questions and time frame

<table>
<thead>
<tr>
<th>Evaluation questions for the current evaluation are:</th>
<th>Time frame</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.8.3. Evaluation design: How to evaluate?

Evaluation design offers a plan for how to evaluate the program of interest by answering evaluation questions. Please note that evaluation design is different from the data collection method, which is described in the next chapter.

There are three types of designs to choose from: (1) descriptive; (2) experimental; and (3) quasi-experimental.

Figure 4 and Figure 5 can be used to identify a design that will fit the program evaluation purpose and answer the evaluation questions. The first figure helps to choose among the three types of studies, and the second figure further refines the choice between experimental and quasi-experimental.

Considering the following questions may also help to determine a study design (excerpted and adapted from Pell Institute, 2017a):

- Which design will provide the desired/needed information?
- How feasible is each option?
- How valid and reliable do the findings need to be?
- Are there any ethical concerns related to choosing a specific design?
- How much would each option cost?

Based on the answers to these questions, choose either one or a combination of the study designs—descriptive, experimental, or quasi-experimental—each of which is described in more detail below.

**Pre-experimental or descriptive studies**

As the term “pre-experimental” suggests, pre-experimental, or descriptive studies, are typically used for exploratory purposes. In-depth descriptions of participant and/or program characteristics are collected with the main goal of providing context and understanding the underlying reasons for any change or patterns. This is also called a qualitative study design because of the type of data being collected, which is typically non-numerical data in the form of opinions, attitudes, beliefs, etc. Sometimes these study designs provide pilot data for experimental and quasi-experimental study designs.

These study designs are helpful to understand if a program is being implemented as intended, assess participant reception of the program, and observe and track program outputs, activities, and services.

Data collection methods to capture the experiences and perspectives of participants typically include surveys/polls, focus groups, interviews, and observations (see Chapter 5 for more details).

In this study design, a representative sample of participants is selected. Sometimes a comparison group is also selected. Statistical analyses can be performed to understand the attributes of participants,
program utilization, and implementation. However, this design cannot establish whether the program has led to the intended outcome measures (i.e., causality).

Typically, there are two types of descriptive study designs: one-shot studies and pre-test/post-test studies.

**One-shot study:** A one-shot study design is normally used to understand the experiences, views, and perspectives of the participants after a program. Special attention should be given to selecting a sample that is representative of the target audience for producing valid results. Sometimes a comparison sample is selected to measure differences between groups who attended a program and those who did not. However, as pre-test measurements are not taken with this design, it is hard to determine any difference between groups from before the program and therefore causality cannot be established by this design.

**Pre-test/post-test:** A pre-test/post-test design is used to understand changes in behaviors such as attitudes, knowledge, etc., and offers the benefit over the one-shot study design of having baseline pre-test data. Again, causality (i.e., whether your program has indeed caused this change) cannot be established by using this study design, as the influence of external factors beyond the program cannot be evaluated or controlled.

**Experimental designs or randomized control trials**

Experimental designs, or randomized control trials, are used for determining causality (i.e., that your program has indeed caused the change in outcome measures), have good internal validity, are resource intense, and reduce the impact of selection bias by randomizing the participants into either a control group or a program group and thus control for any systematic differences between the two groups.

The results of experimental design studies, however, cannot be generalized to other populations because of the controlled environment.

In this study method, participants are randomly assigned to one of two groups—program (received/participated in the program) or control (did not receive/participate in the program)—to ensure that both groups have similar attributes. Changes in outcome measures are then compared between the program and control groups.
Although this design is considered to be the gold standard, it may not be feasible to identify a control group. Moreover, ethical issues may be raised by denying intervention to a group of participants.

Typically, there are two types of experimental study design: pre-test–post-test control group design and post-test only control group design.

**Pre-test–post-test control group design:** In this design, participants are randomly assigned to either the program or control group. Measurements of both groups are taken twice: once before implementing the program and once after. To establish causality, the characteristics of both groups must be similar at the pre-test phase.

**Post-test only control group design:** Similar to the pre-test–post-test design, participants are randomly assigned to either the program or control groups. However, the measurements of both groups will be taken only once at the same time after the implementation of the program. Because a pre-test measurement is not taken, it is difficult to determine if the difference in the post-test is an actual change resulting from the program.

**Quasi-experimental designs**

Quasi-experimental designs are more feasible than a randomized control trial and do not require a control group or randomization. However, it is important to select an appropriate comparison group. An appropriate comparison group means a group of participants who are similar to the treatment group, especially with regards to factors which could impact the outcome measures of interest. This similarity in terms of key factors cannot be assumed. Instead, collect data on key factors of both groups that can be assessed through statistical analysis to verify that the groups are similar.

Typically, there are two types of quasi-experimental study designs: non-equivalent before-after design and time series design.

**Non-equivalent before-after design:** If resources are available to secure an appropriate comparison group, this design can be used to compare the outcome measures (e.g., rates of drinking and driving) between the program and comparison groups both before and after the program. As the participants are not randomly assigned, it is difficult to ascertain if any differences are due to the program. Make sure to note all non-equivalent attributes of both groups in order to address any selection bias.

**Time series design:** If a suitable comparison group cannot be found, consider conducting a time series study where outcomes are measured at various points in time before and after the intervention to assess changes in the pattern of outcome measures. Note that this study design will not be able to establish causality and is not robust against time-related factors.

**Ascertaining causal attribution**

Ascertaining causality is not an easy task and is often done incorrectly. Hence, we provide a brief description about this concept.

Causal attribution (or causal inference or causal contribution) means there is causal link between the changes in the outcomes observed and the program (Development Assistance Committee Working Party on Aid Evaluation, 2010). Before considering the strategies or approaches to confirm causality, it is useful to understand three concepts related to causality (excerpted and adapted from Rogers, 2014).

1. **Sole causal attribution:** As the name indicates, this means the program is sufficient to produce desired changes in the outcomes without any influence of external factors. This is rarely possible.

2. **Joint causal attribution:** This concept indicates that desired changes in the outcomes are only possible due to implementing the program of interest in an environment that supports the program of interest, be it political context, another complementary program, skill level of instructors, or characteristics of participants. If any of the favorable conditions or complementary program or factors are absent, the impact would be minimal or nonexistent. This is a common situation, and collecting data on the conditions and factors that are jointly contributing improves the quality of evaluation and interpretation of the evaluation results. Furthermore, knowing about the environmental conditions also helps in figuring out what needs to be done when scaling the program of interest to another location or community.

3. **Alternative (multiple) causal paths:** This concept indicates that desired changes in the outcomes
are possible due to other programs or external factors not related to the program of interest, such as policy, increased enforcement, law change, etc. For instance, in a community there could be several programs trying to reduce or prevent underage drinking and driving: a few through peer-to-peer programs, a few by high-visibility enforcement campaigns, etc.

Typically, three approaches are undertaken for determining the causality.

**Counterfactual approach:** Causality is attributed by comparing estimates between situations where an underage drinking and driving program is absent with situations when or where the program is present. Therefore, it is necessary to include either a control group (randomized control trials) or comparison group (quasi-experimental designs) that did not receive any intervention. In cases where it is not possible to recruit participants that did not receive any intervention, it is important to collect data on whether the control or comparison groups participated in any alternate programs before or during the program implementation. This information will have implications on the evaluation results regarding attributing causality. Sometimes advanced statistical models, such as regression analysis, are used to estimate what would have happened in the absence of the program of interest.

**Consistency of evidence with causal relationship:** The evidence or patterns for causal attribution will be identified first and then data collection and data analysis will be used for either confirming or disconfirming the evidence. Logic models as described in Chapter 4 will be helpful in identifying the patterns or evidence for ascertaining the causality (e.g., the achievement of intermediate outcomes identified through the logic model). Other techniques include checking results against predictions, comparative case study analysis, dose-response patterns, timing of impacts, and analysis of testable hypotheses (where a theory is developed about what works for whom in what circumstances, in what respects, and how, which is then tested against the evidence).

**Eliminating alternatives:** Although this approach is mentioned in this section on causal attribution, it is most useful when evidence suggesting correlation but not causality exists. As the name indicates, alternative explanations are identified first and data gathered and analyzed later to seek evidence to eliminate the alternative attribution pathways.

4.9. **STEP 9:** Choose the indicators or outcomes measures to evaluate

Outcome measures to evaluate follow from the evaluation purpose, evaluation questions, and evaluation design chosen. Typically, the measures fall into two categories: (1) injury and fatality outcomes, and (2) drinking and driving rates. Choose the indicators that will most likely answer the evaluation questions by consulting your stakeholders. Depending on the activities of the program and the evaluation purpose, it is wise to collect data on intermediate measures such as changes in attitudes, perceptions, and other factors that are known to influence underage drinking and driving.

4.10. **STEP 10:** Figure out the stage of development or maturation of program

The stage of the program influences the evaluation, particularly what to evaluate, because what the evaluation can answer depends on the program’s maturity. If the evaluation is focused on process evaluation, then the evaluation must wait until the program is implemented. Furthermore, stakeholders need to know the program’s stage of development or maturity so that they will have an idea of whether an evaluation question can be answered at the time of implementing the evaluation.
Exercise 5: Program stage of development

Discuss this topic with your stakeholders and team members using the program’s logic model. Usually a program has three stages of development or maturation:

1. **Planning** – Planning and developing inputs and activities of the program (i.e., inputs);
2. **Implementation** – Implementing the program (i.e., activities and outputs); and
3. **Maintenance** – Progress or changes will be made in short-term, intermediate, and long-term or distal outcomes (i.e., outcomes).

Table 4 and Table 5 can be used to assess the stage of the program with your stakeholders and team.

### Table 4. How far along? (Taken from CDC, 2011b, p. 58)

<table>
<thead>
<tr>
<th>Activities/tasks that have been completed</th>
<th>Activities/tasks being worked on</th>
<th>Activities/tasks not yet begun</th>
<th>Progress achieved on outputs or outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5. Where is your program? (Taken from CDC, 2011b, p. 58)

Based on the discussion of the logic model and Table 4, use the space below to describe your program stage.

4.11. STEP 11: Decide who will conduct the evaluation – an internal or external evaluator

It is important to decide who will conduct the evaluation during the planning phase. Some critical factors to consider when deciding whether to choose an internal staff member to conduct the evaluation or to hire an external evaluator are the evaluation’s purpose, evaluation questions, study design, workload of the internal staff, and expertise of the internal staff.

An internal evaluator is preferred in cases where the evaluation can benefit from the in-depth understanding of someone who is internal to the program and who has the expertise to evaluate the program without any potential bias. An external evaluator is preferred when the impact and outcomes evaluation must be conducted as objectively as possible and/or the internal staff does not have the expertise and/or necessary resources such as time.

The activity below can be used to choose an internal or external evaluator (Adapted from Pell Institute, 2017b).

1. Answer YES or NO to the questions in Figure 6.
2. Use the checklist to decide which of the following three options (starting with the highest-cost option) is most suitable:
   + **Option 1:** Hire an external evaluator.
   + **Option 2:** Internal staff will lead the evaluation with consultation with an external evaluator.
   + **Option 3:** Internal evaluator.

If you answered “NO” to all the questions above, consider securing funds to hire an external evaluator on a consultancy basis and train internal staff. In this case, work closely with stakeholders to identify the most important evaluation questions and determine how they hope to use the results of the evaluation.
If you answered “YES” to Question 1 and “NO” to all the other questions, then Option 2 is probably the best choice.

If you answered “NO” to Question 1, and “YES” to most of the other questions, then Option 3 is probably the best choice.

If you answered “YES” to Question 1 and the remainder of your answers are mixed (some “YES” and some “NO”), then consider the extent to which you want to rely on external evaluators.

4.12. STEP 12: Ensure the planning steps are in compliance with the standards

If the quality of the evaluation is compromised, no matter how much money and time is spent, the findings will not be valid. Therefore, it is important to pay close attention to the standards of evaluation to avoid making potential errors or mistakes.

A good resource for the standards is the Joint Committee on Standards for Educational Evaluation (Yarbrough et al., 2010; see https://jcsee.org/program/). The CDC adopted these 30 standards, which were further grouped into four categories as follows (excerpted and adapted from Yarbrough et al. (2010), and CDC (2011a, p. 10).

+ Utility standards ensure that an evaluation will serve the information needs of the intended users. The main questions in this category is “Who needs the evaluation results?” and “Will the evaluation provide relevant information in a timely manner?”

+ Feasibility standards ensure that an evaluation will be realistic, prudent, diplomatic, and frugal: “Are the planned evaluation activities realistic given the time, resources, and expertise?”

+ Propriety standards ensure that an evaluation will be conducted legally, ethically, and with due regard for the welfare of those involved in the evaluation, as well as those affected by its results: “Does the evaluation protect the rights of individuals and protect the welfare of those involved? Does it engage those most directly affected by the program and changes in the program, such as participants or the surrounding community?”

+ Accuracy standards ensure that an evaluation will reveal and convey technically adequate information about the features that determine the worth or merit of the program being evaluated: “Will the evaluation produce findings that are valid and reliable, given the needs of those who will use the results?”

The standards serve as guides throughout the entire evaluation process. For instance, during the stakeholder identification phase, the standards can be used to:

+ Narrow or broaden the list of potential stakeholders depending on the focus of the evaluation (utility);
+ Gauge if the evaluation is feasible, in terms of both time and effort (feasibility);
+ Ensure the evaluation proceeds ethically by including the stakeholders from the target audience (propriety); and
+ Figure out how to engage the stakeholders for developing an evaluation program that will accurately assess the success of the program (accuracy).

**4.13. Wrapping up the Planning Phase**

Potential checklist questions (and corresponding steps) for this chapter.

**Checklist for the planning phase:**

**STEP 1: Assemble team**
+ Who should be included in the core team?

**STEP 2: Identify and engage stakeholders**
+ Who are the stakeholders?
+ What is the plan to engage to stakeholders and is the plan ready?

**STEP 3: Planning the program: What is the problem in the target community?**
+ What is the problem and the extent of the problem in the community?
+ Is needs assessment required? If so, how should it be conducted?
+ When should baseline data/measures be collected?
+ Do these data already exist or do they need to be collected?

**STEP 4: Planning the program: Identify effective programs**
+ What is the program strategy?

**STEP 5: Planning the program: Tailor the program to fit target community needs and population**
+ Is the current plan original to or adopted for this program?
+ Is there sufficient information to develop a tailored program for the target population?

**STEP 6: Planning the program: Develop the strategy**
+ Have the mission and vision for this program clearly defined, and articulated?
+ What are the program goals and objectives? And have outcomes been defined to determine when these goals and objectives are achieved?

**STEP 7: Develop a logic model**
+ What is the logic model of your program?

**STEP 8: Planning the evaluation: Develop the strategy**
+ What is the purpose of evaluation?
+ Who is the audience of the evaluation?
+ What is the evaluation design?
+ What are the evaluation questions?
+ Who will conduct the evaluation?
+ Is the evaluation team ready?

**STEP 9: Choose the indicators or outcomes measures to evaluate**
+ What are the indicators or measures?

**STEP 10: Figure out the stage of development or maturation of program**
+ Which of the three development stages is the program in - planning, implementation, or maintenance?
+ Are stakeholders aware of the current development stage of the program?

**STEP 11: Decide who will conduct the evaluation – an internal or external evaluator**
+ Has the program evaluator been selected? If not, is the decision between an internal and external evaluator?
+ What factors are being considered in selecting an entity to evaluate the program?

**STEP 12: Ensure the planning steps comply with the standards**
+ Are there measures in place to ensure that evaluation standards are adhered to; safeguarding the program from producing invalid results?
ONCE a plan and a team responsible for implementing the program are in place, it is time to follow through with the plan. To conduct a successful evaluation, execution of all critical steps in both the data collection and data analysis phases are necessary. One fundamental aspect of countermeasure implementation is ensuring that ethical guidelines are followed.
5.1. Implementing the countermeasure

Once a plan and a team responsible for implementing the program are in place, it is time to follow through with the plan. One crucial aspect of countermeasure implementation is ensuring that ethical guidelines are followed. There are four core measures related to ethics: (1) respect for autonomy, (2) promotion of social justice, (3) active promotion of good, and (4) avoidance of harm (Code of Ethics for the Health Education Profession, Coalition of National Health Education Organizations, 2011). Remember that the program is intended to serve the target population and stakeholders, and thus implementing countermeasures ethically comes first and foremost.

The checklist in Table 6 can be used to help ensure that the plan is ready to be implemented.

Table 6. Implementation readiness checklist

<table>
<thead>
<tr>
<th>Check Yes or No</th>
<th>Yes or No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is the schedule (including location, date, time, instructor, and target audience) ready?</td>
<td>☐ ☐</td>
</tr>
<tr>
<td>Is there a backup schedule?</td>
<td>☐ ☐</td>
</tr>
<tr>
<td>Is the implementation team assembled?</td>
<td>☐ ☐</td>
</tr>
<tr>
<td>Are the team members well informed about the plan and agenda?</td>
<td>☐ ☐</td>
</tr>
<tr>
<td>Has a mock / simulated implementation of the plan been conducted?</td>
<td>☐ ☐</td>
</tr>
<tr>
<td>Do the team members have the necessary materials?</td>
<td>☐ ☐</td>
</tr>
<tr>
<td>Is any necessary material accessible to the audience?</td>
<td>☐ ☐</td>
</tr>
</tbody>
</table>

5.2. Implementing the evaluation

Implementing an evaluation includes two phases: (1) data collection and (2) data analysis. We will first discuss the steps involved in data collection, and will then examine the data analysis process.

5.2.1. Data collection

**STEP 1: Identify data collection method**

Commonly used data collection methods include document review, surveys, interviews, focus groups, and observation (adapted from Pell Institute, 2017c, & McNamara, n.d.). Table 7 provides an overview of each type of collection method.

**Beyond total reliance on self-reporting**

A majority of studies evaluating underage drinking and driving studies have used self-reported measures, particularly surveys (Smith et al., in press). As indicated in Table 7, surveys generally have many limitations—response bias and recall bias are some of them (Schwarz, 1999, 2007; Schwarz & Oyserman, 2001). This is particularly true for self-reports of alcohol consumption (Ekholm, 2004; Grant et al., 2012) and drinking and driving among teenagers (Ehsani, et al., 2011; Jerome et al., 2006). Some of the underlying factors causing these limitations include providing responses in a socially acceptable manner instead of providing accurate responses (Davis et al., 2010; Schwarz & Oyserman, 2001) and misunderstanding the definition of a standard drink (Kerr & Stockwell, 2012; Lemmens, 1994; White et al., 2005). Thus, using solely self-reported data collection methods is problematic, and it is important to include objective measures such as BAC or crash data.

To improve the evaluation of underage drinking and driving and traffic-related injuries, objective behavioral measures (e.g., random breath tests, crash reports, sobriety checkpoints) should be integrated into the evaluation process to provide an objective, more accurate measure of behavior. In addition, more research that is unobtrusive and does not rely on self-reports is needed to understand factors influencing an underage person’s decision to drink and drive. Only by unobtrusively observing youth behavior can researchers make accurate evaluations of a program designed to decrease the prevalence of drinking and
<table>
<thead>
<tr>
<th>Method</th>
<th>Purpose and Evaluation Approach</th>
<th>Benefits</th>
<th>Challenges</th>
<th>Strategies to Address Challenges/Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Document review (program records,</td>
<td>+ Useful in gathering information related to program activities, implementation progress,</td>
<td>+ Inexpensive</td>
<td>+ Data could be incomplete or unreliable, as it depends on quality of the</td>
<td>+ If the program has already been implemented, nothing can be done to address the quality issues or data completeness.</td>
</tr>
<tr>
<td>plans, reports)</td>
<td>and history</td>
<td>+ Provides historical information</td>
<td>documentation.</td>
<td>+ If the program is not yet implemented, please ensure that a clear plan for documentation is written and that every staff member is collecting the data in similar fashion and the data are complete.</td>
</tr>
<tr>
<td></td>
<td>+ Collects both qualitative and quantitative data</td>
<td>+ Uses existing data</td>
<td>+ Review process is time consuming</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ Commonly used for conducting Process Evaluation</td>
<td></td>
<td>+ Not flexible, as it is limited to what is already documented</td>
<td></td>
</tr>
<tr>
<td>Interviews (program implementers,</td>
<td>+ Useful in gathering opinions, experiences, and perspectives related to programs or the</td>
<td></td>
<td>+ If the interview process is time consuming</td>
<td>+ Develop standard questions across the interviews</td>
</tr>
<tr>
<td>program participants, sample from</td>
<td>underage drinking problem</td>
<td></td>
<td>+ There is a potential for bias; i.e., the presence of the interviewer could</td>
<td>+ Develop standardized coding protocols and utilize trained coders to transcribe the interview responses</td>
</tr>
<tr>
<td>community)</td>
<td>+ Collects mostly qualitative data</td>
<td></td>
<td>impact the participant’s response</td>
<td>+ Train interviewers to reduce any bias</td>
</tr>
<tr>
<td></td>
<td>+ Commonly used for conducting Process Evaluation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Focus groups (program implementers,</td>
<td>+ Allows multiple narratives to be gathered through group discussion</td>
<td></td>
<td>+ Expensive</td>
<td>+ Utilizing a trained facilitator helps to avoid facilitator bias</td>
</tr>
<tr>
<td>program participants, sample from</td>
<td>+ Allows information to be gathered about experiences, perspectives on programs, and barriers</td>
<td></td>
<td>+ Hard to schedule</td>
<td>+ Use of standardized coding and transcribing protocols helps in analysis and interpretation of results</td>
</tr>
<tr>
<td>community)</td>
<td>faced</td>
<td></td>
<td>+ There is potential for bias due to other participants’ and/or facilitator views limiting full expression</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ Collects mostly qualitative data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ Commonly used for conducting Process Evaluation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Databases (official statistics –</td>
<td>+ Useful in gathering population data (e.g., crashes, citations, etc.)</td>
<td></td>
<td>+ Know the database well – what information it provides and what it does</td>
<td></td>
</tr>
<tr>
<td>Federal, State, and local level)</td>
<td>+ Collects mostly quantitative data</td>
<td></td>
<td>not provide</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ Commonly used for conducting Outcome and Impact Evaluations</td>
<td></td>
<td>+ Contact the appropriate personnel to discuss the database, how to get access, etc.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ Typically inexpensive</td>
<td></td>
<td>+ Examples of Federal crash databases: Fatality Analysis Reporting System (FARS) – police reported data on fatal crashes; Crash Report Sampling System (CRSS) – national sample of crashes; Youth Risk Behavior Surveillance System – school based surveys of risky behaviors contributing to injury from nationally representative samples of 9th through 12th grade students; DMV records; State or local crash reports</td>
<td></td>
</tr>
</tbody>
</table>
driving. To advance research pertaining to underage drinking and driving, future studies need to incorporate objective behavioral measures into the project designs to evaluate the effects of intervention programs.

**Emerging data collection tool: naturalistic driving studies**

Naturalistic driving studies (NDSs) present solutions for going beyond self-reported data to understand the contributing factors leading to underage drinking and driving. An NDS uses an unobtrusive methodology that includes small cameras along with sophisticated sensors that continuously collect objective measurements of driving under the influence. The sensors detect the presence of alcohol, while cameras facing inside the vehicle gather driver behaviors (e.g., confirmation of who is driving [teen versus parent], signs of driving under the influence, presence of drunk passengers). Cameras facing outside the vehicle gather the context of what is happening externally (road types, traffic density, etc.). Participants are given no instructions other than to go about their normal, everyday driving activities, and are monitored for any length of time. NDSs provide detail and accuracy regarding driver performance/behavior, driver error (crashes, risky driving under the influence), and thus can be more objective than traditional methodologies, such as surveys, since they can address limitations such as recall bias, response bias, etc. However, this methodology is expensive often resulting in reduced sample sizes and can introduce additional biases based on who volunteers to participate. Given sampling limitations, results may not apply to the entire population. At this time, the NDS approach is unlikely a reasonable option for program evaluations. Previous NDSs have collected data for periods up to 3 years. Two such studies:

- **The Naturalistic Teen Driving Study (NTDS)**, which captured continuous real-world driving behaviors of **Table 7. Data collection methods - continued**

<table>
<thead>
<tr>
<th>Method</th>
<th>Purpose and Evaluation Approach</th>
<th>Benefits</th>
<th>Challenges</th>
<th>Strategies to Address Challenges/Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surveys (program participants, sample from the community, program staff)</td>
<td>+ Usefulness in gathering information related to the prevalence of drinking and driving, related attitudes, experiences with the program, etc. + Collects both qualitative and quantitative data + Commonly used for conducting Outcome and Impact Evaluations</td>
<td>+ Easy to administer: online, telephone, or face-to-face + Allows data collection from both small and large sample sizes + Anonymity is easy to maintain, and hence could capture sensitive data such as drunk driving + Validated surveys should be used, if available, to avoid biased results</td>
<td>+ Response bias: participants may respond in a socially acceptable rather than a truthful manner + Sampling bias: arises when the sample is not representative of the target population + Recall bias: participants often forget how many times they might have driven under the influence and/or how much alcohol was consumed</td>
<td>+ Avoid response bias by developing appropriate questions without leading or loading – e.g., good teens do not drink alcohol. Do you drink alcohol? + Use existing and/or validated surveys; e.g., NHTSA’s Community How to Guide on Needs Assessment and Strategic Planning (Beer &amp; Leonard, 2001) (includes a sample Youth Questionnaire on underage drinking), Youth Survey Questions Bank (Behavioral Health Administration, n.d.). This survey provides sample questions used in national, State, and local surveys.</td>
</tr>
<tr>
<td>Observations (naturalistic – as the events unravel, participatory, recorded through videos, photos)</td>
<td>+ Third-person observation allows objective and, most often, accurate information to be gathered + Collects both qualitative and quantitative data + Commonly used for conducting Process, Outcome, and Impact Evaluations</td>
<td>+ Advantages over other methods in capturing real-time data such as prevalence of drinking and driving in a community + Avoids response bias and recall bias</td>
<td>+ Data can be difficult to interpret and analyze if observations were not gathered in a structured and standardized manner + Expensive + Time consuming</td>
<td>+ Develop standardized protocols to gather standardized data to make interpretation and analysis of data easy + Train observers to improve the quality of observed data</td>
</tr>
</tbody>
</table>

Two such studies:

- **The Naturalistic Teen Driving Study (NTDS)**, which captured continuous real-world driving behaviors of
Table 8. Evaluation matrix I: Matching evaluation questions with data collection tools (adapted from Peersman, 2014)

<table>
<thead>
<tr>
<th>Evaluation questions</th>
<th>Data Collection Method to Consider</th>
</tr>
</thead>
<tbody>
<tr>
<td>What was the quality of the program implemented? (Did the implementation of the program go as intended? Has the program been implemented as intended or planned?)</td>
<td>✔️  ✔️  ✔️ ✔️</td>
</tr>
<tr>
<td>How did the target audience perceive the program? (Did the participants feel like the program was worthwhile?)</td>
<td>✔️  ✔️  ✔️</td>
</tr>
<tr>
<td>What are the strengths and weaknesses of the program? (A strength could be that the program activities matched the learning style of the audience; if not, then it would be a weakness.)</td>
<td>✔️  ✔️  ✔️</td>
</tr>
</tbody>
</table>

Choosing a data collection methodology

Successful evaluations focus on developing an overarching evaluation approach. In other words, evaluation questions should be developed and a set of data collection tools chosen that will answer those questions rather than choosing one method and/or starting with a list of data collection tools. This strategy is also known as triangulation of data collection methods. This approach will ensure (a) that the set of data collection tools complement each

Table 9. Evaluation matrix II: Matching evaluation questions with data collection tools (adapted from CDC, 2011b)

<table>
<thead>
<tr>
<th>Evaluation questions</th>
<th>Method to answer your question</th>
<th>Assumptions for this method to be viable</th>
<th>Resources needed</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example: How did the target audience perceive the program?</td>
<td>Surveys from participants who volunteered after they took the course</td>
<td>Participants who chose to participate are not self-selecting and are not providing biased answers</td>
<td>✔️ Validated surveys + Money + Time + Volunteers to distribute and collect the surveys</td>
<td>Recall bias Unstructured questions could lead to response bias</td>
</tr>
</tbody>
</table>

novice teen drivers—those who just started driving independently—during the first 18 months of independent driving (Simons-Morton et al., 2015; Klauer et al., 2011, 2014)

The Second Strategic Highway Research Program (SHRP2) NDS: Alcohol Sensor Performance study, which evaluated whether alcohol-impaired driving could be detected through alcohol sensors in conjunction with an alcohol-detection algorithm (Smith et al., 2015)
other’s individual inherent strengths and weaknesses; and (b) improve validity and credibility of evaluation findings when data from different sources converge.

Key evaluation questions should be matched with specific data collection tools (see Table 8 for the evaluation matrix); this will be helpful in identifying data needs, any data gaps, and prioritizing data collection methods.

In addition to triangulating the data collection methods and ensuring that the methods will answer the relevant evaluation question, it is important to keep in mind the assumptions made, resources needed, and limitations of the methods chosen (Table 9).

Additional data collection matrices could include columns for staff/person responsible, timeline (when to collect data and how long, etc.), and measures or indicators for data collection.

**Developing a good data management plan**

A good data management plan ensures the quality of the data collected, which will further impact the results of the evaluation. Using a set of standards as a guideline while choosing, collecting, cleaning, storing, and analyzing data is advisable.

Some of the commonly used standards include the following (adapted from Peersman, 2014, p. 6):

**Validity:** Validity is one of the most important standards to keep in mind and is relevant to several components; for example, data collection, data measurement, the sampling strategy, etc. Validity concerns (1) whether the chosen data collection method is appropriate to answer the evaluation question of interest; (2) whether the data collected inform the indicators or objectives; and (3) whether the chosen sampling strategy is appropriate for the purpose of the evaluation. In other words, validity means that the data collection tool (e.g., survey question) is understood by the respondent in a way consistent with what the evaluator intended.

**Conformity and Reliability:** Data are measured per agreed-upon standard definitions and methodologies. For example, if more than one interviewer conducts participant interviews, are the interviewers reading the interview scripts and interviewing the participants in a consistent way following the agreed upon standard?

**Precision:** The data have sufficient detail and repeated measurements will produce the same results.

**Integrity:** Data are protected from deliberate bias such as incorrect data entry. For instance, the participant ID should be linked correctly with the demographic data and outcome measures. If any field is missing either due to an inappropriate data collection tool or data entry, then the data are no longer integral. This standard ensures that procedures are put in place to protect the data quality.

**Timeliness:** Information is up-to-date and available on time. For example, the evaluation purpose requires that the data on certain measures need to be collected during a specific period of time. This standard ensures that the data collection is completed during the time window that was planned. Furthermore, this standard also requires that the data are current and up-to-date.

**Completeness:** All data elements are included per definitions and methodologies. For instance, if the participant’s first name and last name are collected then the data are considered complete regardless of whether the middle name is missing or not.

Whenever possible, validated data collection tools that have been used successfully in the past are recommended. Pilot testing of data collection tools using a group of stakeholders is also a good strategy for ensuring the tools’ validity and reliability. Training the data collector and interviewer or facilitator is highly recommended to avoid any bias and/or errors.

**STEP 2: Determine sampling strategy and sample size**

**What is a sample?**

A sample is a proportion of the target population of interest. To develop countermeasures to reduce underage drinking and driving, the target population of interest includes the following groups/entities, depending on the purpose of the countermeasure and what you want to know.

- Teenagers and young adults (<21 years old)
- Parents
- Schools
- Policy makers at the local, State, and/or Federal level
After identifying the population of interest, identify the location from where the sample will be selected and the timing of sampling to collect data during the appropriate time window of interest (i.e., where and when to select the sample).

**Choosing a sampling strategy: probability versus non-probability sampling**

The main distinction between probability and non-probability sampling methods is that probability sampling requires the random selection of samples; i.e., every unit or participant has an equal chance to be selected for evaluation. Random sampling ensures good generalizability of sample results to the entire target population. Generalizability broadly means the ability to apply the results from a study to groups or situations other than the groups from which the results of the study have emerged (Rogers, 2014, p. 18). Non-probability sampling does not require random selection.

**Types of probability sampling**

**Simple random sample:** Every unit or participant has an equal chance of being selected. For a small or moderate population, a simple lottery system can be used to select the sample. For larger populations, sampling software is useful.

**Stratified sampling:** The population is divided into groups based on a characteristic (e.g., age, gender, school, geographic location) and then a random sample is drawn from each group. This ensures that each characteristic of interest is represented without the need for a larger sample.

**Non-probability sampling:** Every participant or unit does NOT have an equal chance of being selected. Instead, selection depends on the purpose and/or judgement of the evaluator. The findings may or may not generalize to the entire population. This sampling strategy is not based on probability theory, hence the “non-probability” part of the name. Here, we cannot estimate the confidence level of the results (more details about confidence levels are provided below).

**Types of non-probability sampling methods**

**Quota sample:** Usually the population will be divided into subgroups and the sample will be continuously selected until a predefined quota/target percentage is reached. For instance, if you knew that 25% of the teenage drivers in your area were Asian, you would recruit Asian teenagers until they made up 25% of the desired sample size.

**Purposive:** Participants are selected for a purpose per the subjective judgment of the evaluator rather than by the representativeness of the sample.

There are several types of purposive sampling (taken from Taylor-Powell, 1998).

**Types of Purposive Sampling and Description:**

+ **Convenience:** Participants are selected based on their availability to participate at the desired time and location. No structure. Cheap and saves time and effort.

+ **Snowball or chain:** Participants are recruited by referral from other participants or people.

+ **Criterion:** Participants are selected based on a particular criterion or set of criteria; e.g., newly licensed teenage drivers.

+ **Homogenous:** Participants are chosen by similarity. Less variability and easy to analyze.

+ **Typical case:** Normal or typical participants are chosen.

+ **Extreme case:** Non-typical, unusual participants are recruited to learn about their characteristics.

**Determining a sample size**

The validity and reliability of evaluation depends on whether the sample size is appropriate for the purpose of the evaluation. The factors that are important to consider for determining the sample size are as follows.

+ Research questions and purpose of evaluation

+ Available resources

+ Desired precision (precision is normally defined as the degree to which measurements under the same conditions produce results within an acceptable range or “scatter”; the higher the precision, the lesser the scatter of measurements will be)

+ Desired accuracy (accuracy is defined as deviation from the “true” value)

+ Desired effect (effect normally means the size of the change in the outcome measure before and after the program, or the size of the difference in the outcome measure between those who took the program and those who did not)

+ Characteristics of the target population

If higher accuracy is desired, then larger samples are needed to overcome the increased variability in a smaller population.
For **random sampling strategies**, the parameters needed to calculate the sample size include the margin of error and confidence level.

**Margin of error** is a parameter indicating the range of the results when a random sampling strategy is used. For instance, if the margin of error is 5% and results indicate that 85% of participants improved their skills after participating in the countermeasure, then we can comfortably state that 80% to 90% of participants improved their skills.

**Confidence level** indicates the risk of being wrong within the margin of error. If the confidence level is 95% in the previous example, then we are 95% sure that 80% to 90% of participants improved their skills and that there is only a 5% chance that 80% to 90% of participants did not improve their skills.

Appendix B provides links to several online statistical calculators that are currently available to estimate sample sizes, given a desired margin of error.

**Non-response rate** is an important factor that needs attention when you are determining the sample size. It is the percentage of participants who did not respond for some reason or another. Non-responses in a sample adversely impact the generalizability of the results because the data collected are no longer representative of the target population due to non-response. One way to address this is to estimate the expected non-response rate and increase the sample size to account for the non-response rate. For example, a non-response rate of 30% means that only 70% of participants contacted will respond. In this case, if the sample size was determined to be 150 (using Appendix B), then it is better to contact 214 participants (150/0.7) so that at least 150 respond.

**Improving response rates**

Response rate is the percentage of participants who responded or participated in data collection. While high response rates are important to generalize the results to the target population, there is no hard-set rule for the required response rate.

Response rates can be improved by:

- Providing information about the purpose of the survey, how the results will be analyzed, and emphasizing that the participants’ information will be confidential
- Providing clear instructions on how to complete the survey
- Providing sufficient time to complete the survey and, if possible, send friendly reminders (via phone, mail, or email)
- Providing incentives for participation (if possible)
- Using culturally relevant designs and personalizing the data collection tool

**STEP 3: Get Institutional Review Board approval to ensure protection of human subjects**

History is littered with examples of the unethical use of humans as experimental subjects. The ethical issues range from the use of deception and exposure to great risk without consent (both were present in the Tuskegee syphilis experiment, [2020]), to the intentional use of medical experiments leading to death (equivalent to medical torture, such as in the Nazi medical experiments, [2020]). Other studies subjected participants to extreme psychological and emotional stress (such as the Milgram experiment, [2020]). Studies such as these from as recently as the last century have resulted in global condemnation of the unethical use of humans as experimental subjects and have resulted in a series of international and U.S. laws and regulations governing the rules by which humans can be used in experiments.

The Nazi war crimes trials resulted in the Nuremberg Code (United States Holocaust Memorial Museum, n.a.) of 1947, which set out 10 important points regarding the protection of humans in experiments. This was followed in 1964 by the Declaration of Helsinki, put forth by the World Medical Association, still considered the foundational cornerstone of human research ethics. The United States contributed the Belmont Report (National Commission for the Protection of Human Subjects of Biomedical and Behavioral Research, 1979) in 1978, which established the three ethical pillars of Respect for Persons, Beneficence, and Justice, from which the U.S. rules were derived. Although the rules initially applied only to work done within the Department of Health and Human Services, 14 other Federal agencies and departments adopted the rules in 1991 under the term “The Common Rule.” A significant revision of the Common Rule was enacted in early 2017, and went into effect in July 2018. In general, these rules ensure that all human subjects studies are reviewed by an Institutional Review Board (2006) to ensure (among other things) that participants provide informed consent.
Is IRB approval needed?

When running a study with human subjects (including focus groups, questionnaires, etc.), check with an IRB to see if approval will be needed. Certain types of research do not require IRB review or approval. Many institutions such as universities have their own IRB boards. Organizations that do not have their own IRBs should consult with the research sponsor to see what advice they have to offer. Another option is to contact a nearby university’s IRB; many times, they will provide helpful and accurate advice to those not affiliated with the university.

How is IRB approval obtained?

To receive approval, a study needs to be reviewed by an IRB. This could be an IRB at your institution, at the sponsor’s institution, or an IRB for hire. Typically, the IRB will ask for a questionnaire or research protocol covering items.

- Purpose of the evaluation
- Participant population
- Recruiting methods
- Informed consent process
- Collection and storage of identifying information
- Overall data retention and future use

Generally, the IRB will ask to be provided with the protocol/questionnaire, the consent forms, recruiting material, and questionnaires and other participant material. A simpler process is used when the request concerns reusing data from another study (for example, typically obtaining consent is not needed if the participants already agreed to reuse of the data).

The IRB will review the material and ask for modifications to the application if needed. Then, depending on factors such as level of risk and participant population, the IRB could grant one of three levels of approval:

1. Exempt (typical for very low-risk studies)
2. Expedited (typical for studies with risks similar to those encountered when doing the same activities in everyday life)
3. Full Board Review (typical for high-risk studies or those using vulnerable populations such as children or prisoners)

In rare cases, approval may be denied.

How difficult is the IRB process?

For simple studies, the process is quite easy. Most people find their first IRB application to be the most difficult, mainly due to unfamiliarity with the process, though some IRBs are more helpful and transparent than others. For large, complex, multi-site studies with high risk, a team of experienced researchers might be required to plan for the IRB process and develop the material. As for cost, there should be no additional cost if a local IRB is available (your institution or through your sponsor). The IRBs for hire are typically easy to work with, and costs are quite reasonable. They should be able to provide an estimated cost once they have sufficient details about the study to estimate their review costs.

What resources are available?

The links above provide more information. The Office of Human Research Protections (OHRP) at the Department of Health and Human Services has a very helpful website. Almost all universities and colleges have IRBs to review the studies conducted by their faculty, staff, and students, with staff who are willing to answer questions. A final option is to consult with friends or co-workers who have been through this process to help demystify the experience.

Strategies to address ethical issues

Pre-data collection phase:

Consider pilot testing the data collection tools with a group of stakeholders to ensure that none of the tools being used violate human rights, and that data can be collected as intended without creating any sensitive or awkward situations.

During data collection phase:

- Clearly state the purpose of the study.
- Clearly state the benefits, intended risks, if any, and protections to prevent and/or reduce risks.
- Clearly state the types of data being collected as well as how data will be analyzed and reported. More important, provide clear information about how participants’ identities will be protected and how data will be handled securely. Ensure that there will not be any kind of link between data collected and participant-identifying data.
Table 10. Data collection checklist

<table>
<thead>
<tr>
<th>Check Yes or No</th>
<th>YES</th>
<th>NO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Will the data collection methodology address the evaluation questions appropriately?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Will the current methods address the data gaps and weakness of the methods selected?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Will the audience conform to the methods? For example, will they fill out questionnaires carefully, engage in interviews or focus groups, let their behaviors or study-relevant data be examined, etc.?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can someone administer the methods now or is training required?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the selected sample representative of the target population?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is IRB approval needed?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Ensure informed consent includes the following key elements:

- Emphasize that participation is voluntary, and that participants are free to opt out at any time.
- Allow participants sufficient time to read and understand the informed consent before they agree to participate. (Participants under 18 may require parental permission and child assent before being able to participate.)
- Finally, honor the informed consent agreement.

The checklist in Table 10 can be used before beginning data collection.

5.2.2. Data Analysis

**STEP 1: Clean and organize the data for analysis**

In most cases, data collected are not very useful for analysis in raw form and need some form of cleaning, data entry, and organization before analysis. Microsoft Excel is a great tool for this purpose.

Developing a plan for cleaning data will help improve the data’s validity. The following questions address the main data-cleaning objectives:

1. Do the data make sense?
2. Are the data complete?
3. Were all the necessary data captured?

These are the most commonly used methods of cleaning data:

- Spot checking – A random sample of questions will be checked for accuracy of data entry and to identify any data entry errors.
- Eyeballing – Data will be reviewed for any errors from data entry.
- Logic-check – Responses to different questions will be checked to see if they make sense.

Next, have a plan for developing a database structure or a data coding protocol for converting raw data into something that can be analyzed. Some important items for each variable include name, description, method of collection, data, and notes.

**STEP 2: Analyze data**

**Numerical data**

Commonly used methods for analyzing numerical data, such as frequency or physical measurements, are discussed in the following sections.

Descriptive data analysis provides a description of the data in simple form by using a set of measures. Some of the commonly used measures for univariate analysis (i.e., single variable analysis) are as follows.

**Frequency distribution**: Frequency distribution of a data value captures the number of times that particular value has occurred in the data. Visualizing the data this way provides an overview of
the data and may help in identifying patterns.

+ Tabulating is a simple form of data analysis used to determine frequency distribution. For this method, data are arranged in ascending order along with their corresponding frequency values, which are further tabulated. Excel can be used for this task. In cases where large amounts of data are collected, statistics packages such as SAS, SPSS, or R are helpful in analyzing the data in a meaningful way.

Central tendency: Central tendency indicates an estimate of the “center” of the distribution of values. Commonly used measures:
+ Mean – Numerical average of a variable
+ Mode – Most common data value
+ Median – Numerical midpoint that cuts the distribution in half for a particular variable

Dispersion: Dispersion indicates the spread of the distribution of data. Commonly used measures:
+ Range – Maximum value minus minimum value
+ Variance and Standard deviation – These measures quantify the variation of the data.

Correlation: Correlation is a statistical technique that measures the relationship between two or more variables. One important concept to note: correlation does not imply causation. Just because two variables are found to be positively correlated does not mean that one variable caused the occurrence of the other variable. Causation is further discussed below and in Chapter 4, Section 4.8.3 in the subsection titled “Ascertaining causal attribution.”

Inferential statistics: Inferential statistics are used to make inferences and estimations about the population using the sample data.

Parametric inferential: This is the most commonly used method and can only be used on data that follow normally distributed parameters (i.e., like a bell curve), is randomly selected, and is of a sample size large enough to assume that the data are normally distributed.

Commonly used parametric inferential techniques include t-tests, analysis of variance, and regression.

It is important to note that using this method, or techniques that fall under this category, will result in invalid results when the sample size is small (less than 10, for example).

Non-parametric inferential: This method is used for data that are flexible and that do not follow normal distribution parameters.

Textual analysis

Textual analysis (or qualitative analysis) is normally used for analyzing responses collected through surveys, interviews, and documents. Most often, the contextual information—perceptions, perspectives, and experiences—are collected as qualitative data. Therefore, these analyses provide depth and contextual information in evaluations. The two most commonly used methods are content analysis and thematic coding.

+ Content analysis – Data are systematically converted into manageable research questions that are relevant to the research.
+ Thematic coding – Data are arranged into common themes or categories.
**STEP 3: Other important concepts for working with data**

Causal attribution and statistical significance are not types of data analysis but are nonetheless important concepts to consider, and are often not given enough attention.

**Causal attribution**

Most often changes in outcomes such as reduction in drinking and driving among teen drivers in a community are attributed to programs without adequate evidence pointing to causal attribution. Please see Chapter 4, Section 4.8.3, subsection “Ascertaining causal attribution” section for more on determining whether there is a causal relationship between a program and observed changes.

**Data analysis for statistically significant results**

“Statistically significant” and “p < 0.05” are terms often seen in research studies. These terms imply that the results of an evaluation study are due to something other than random chance. This is normally indicated by the p value, which is the probability that the results are caused by random chance. For example, p < 0.05 means that the probability of random chance causing the results is less than 5%. This concept is especially important when conclusions are drawn about the effectiveness of a program. Tests of statistical significance are useful in discerning whether the differences between an intervention and control group are due to intervention or due to random chance.

**Importance of longitudinal data collection**

The goal of underage drinking and driving programs is to reduce and prevent traffic-related deaths and injuries related to alcohol consumption. The stated health outcome is a long-term outcome, which takes time. To evaluate if a program has achieved its goal, the evaluation should consider collecting data for an appropriate length of time (at least 1 to 5 years if your program targets 16- to 20-year-old drivers), rather than relying on a cross-sectional study, also known as a one-shot study. Lack of longitudinal data collection and evaluation is one of the drawbacks of most studies evaluating underage drinking and driving programs (Smith et al., in press).

**STEP 4: Determine what data analysis tools are needed**

Simple descriptive analysis can easily be accomplished with Excel. Several tutorials are widely available for this purpose. Here is a resource useful for analyzing questionnaire data: [https://cdn.shopify.com/s/files/1/0145/8808/4272/files/G3658-14.pdf](https://cdn.shopify.com/s/files/1/0145/8808/4272/files/G3658-14.pdf).

Interpreting the Results and Justifying the Conclusions

DEVELOPING a plan for interpreting the results and making conclusions is often overlooked. It is important to remember that the purpose of evaluation is to either improve the program or assess its effectiveness. Unless the conclusions are interpreted or justified through common, agreed-upon standards and values, the chances that the stakeholders will accept and use the evaluation results are very low. The key component of this step is to negotiate and finalize a set of program standards that most of the stakeholders agree upon.
Developing a plan for interpreting the results and making conclusions is often overlooked, even though it will help the results be meaningful and useful to the program’s stakeholders. It is important to remember that the purpose of evaluation is to either improve the program or assess its effectiveness. Unless the conclusions are interpreted or justified through common, agreed-upon standards and values, the chances that the stakeholders will accept and use the evaluation results are very low. Not including stakeholders during this step could even result in contradictory conclusions arising out of the same evaluation study.

6.1 Interpretation of findings

Once the program standards or thresholds are identified, the next step is to use them in making judgments regarding the program’s worth or merit.

6.2 Tips for interpreting your results

Although it seems counterintuitive, it can be quite difficult to interpret one’s results. Very rarely do we see the perfect “success” or “failure” of a program. Most often the picture is much more complicated. Results can be mixed, statistical effects can be hard to interpret, and it may be unclear which aspects of the program were the most or least effective. Challenges with interpreting results often include determining if the program had a significant effect and what aspects of the program were effective.

Did the program have a significant effect? There is an important distinction between “statistical” and “practical” significance. Statistical significance is a statistical probability that the results were not due to random chance. Practical, or clinical significance, refers to the actual magnitude of the effect and whether this would have any real-world, practical benefit. For example, a statistician could determine with 95% certainty that a given program reduced underage alcohol consumption but that it only reduced alcohol consumption by .005%. In this case, the findings may be statistically significant but not have a large practical significance. More often, a program may have had a large impact (e.g., students who went through the program were 25% less likely to drive compared to students who did not go through the program), but it cannot be determined with 95% certainty that this effect was not due to random chance (i.e., statistical significance). This is commonly the result of a low sample size (e.g., only a small number of students were surveyed).

What aspect of the program had an effect? We often use a “kitchen sink” approach to implementing a program. Naturally, program developers will try to implement as many components as possible across multiple times and settings. While this is useful in achieving the desired effect, it can be difficult to later identify which specific components of the program led to a positive result.
6.3 Useful evaluation questions

(Source: CDC, 2011a)

1. Were evaluation results interpreted with the goals of the program in mind?
2. Who will be involved in making interpretations and judgments and what process will be employed?
3. Were limitations such as potential biases, generalizability, validity, and reliability of results due to data collection method, design, data analysis, etc. considered?
4. Against what standards will the interpretations be compared?
5. Are there alternative explanations for the results?
6. If multiple indicators were used to answer the same evaluation question, were similar results obtained?
7. Will others interpret the findings in an appropriate manner?
8. How does the program’s worth or merit compare with those of similar programs?
9. How do the results compare with existing research?
10. Are the results consistent with what was expected? If not, why?
Dissemination and Utilization of Evaluation Findings

AFTER program evaluation has been completed, the results should be disseminated to all stakeholders. Effective dissemination should consider the format and channel favored by the stakeholders. It is better to use multiple modes or channels to reach the target audience and stakeholders. Such modes and channels include reports, publications, executive summaries, slides, and fact sheets.
After program evaluation has been completed, the results should be disseminated to all stakeholders. Publicizing and promoting the results also helps in gaining support for the program.

Effective dissemination should consider the format and channel favored by the stakeholders. It is better to use multiple modes or channels to reach the target audience and stakeholders. The term “dissemination format” indicates the format being used to communicate the results, such as reports, publications, executive summaries, slides, and fact sheets. The channel indicates the route or means of communication, such as emails, oral presentations, letters, press releases, and social media. Pay attention to the quality of results being communicated; they must be accurate, relevant, and representative (CDC, 2011b).

Having a plan will help to conserve limited resources and will also improve the dissemination task. Key questions to consider when developing a good dissemination plan include:

1. What are the goals and objectives of the dissemination of findings?
2. Who is the target audience?
3. Which channel or combination of channels is best to reach the target audience?
4. Do results need to be presented in different languages or in both technical and non-technical styles to best meet the needs of the stakeholders?
5. When and how frequently will the findings be communicated?
6. What resources are available?

Table 11 can be used to guide the development of a dissemination plan (adapted from U.S. Department of Health and Human Services, 2011b).

### Table 11. Activity table

<table>
<thead>
<tr>
<th>What do you want to communicate?</th>
<th>To whom do you want to communicate?</th>
<th>Which format do you want to use?</th>
<th>Which channel do you want to use?</th>
<th>When and how frequently do you want to communicate?</th>
<th>Resources needed</th>
<th>Feedback from audience and next steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example: Evaluation findings</td>
<td>Stakeholders working group</td>
<td>Executive summary</td>
<td>Email followed by group presentation</td>
<td>A month after completing the report</td>
<td>Money</td>
<td>Will garner comments during the group presentation</td>
</tr>
</tbody>
</table>

### 7.1 Useful tips from the CDC for writing reports

- Tailor the report to its audience.
- Present clear and succinct results.
- Summarize the stakeholder roles and involvement.
- Explain the focus of the evaluation and its limitations.
- Summarize the evaluation plan and procedures.
- List the strengths and weaknesses of the evaluation.
- Include the details of the data collection methodology, particularly details of the sample. (Note: Most of the studies evaluating underage drinking and driving did not include the demographic details of the sample, which adversely impacts the generalizability of the program.)
- List the advantages and disadvantages of the recommendations.
- Verify that the report is unbiased and accurate.
- Remove technical jargon.
- Use examples, illustrations, graphics, and stories.
- Prepare and distribute reports on time.
- Distribute reports to as many stakeholders as possible.
7.2 Sample outline for report

The following outline can be used as a guide when planning the contents of the report.

1. Title Page
2. Executive Summary
   + Provide summary of following:
     + Description of program
     + Evaluation questions and purpose
     + Description of methods and analytical strategy
     + Summary of key findings
     + Implication of findings
     + Recommendations if any
3. Table of Contents and Front Matter
4. Chapter 1. Introduction and Background
   + Purpose of evaluation and evaluation questions
   + Description of program being evaluated
   + Identification of target population for the program and the context of the target community
   + Stakeholders
   + Review of related research
   + Overview and description of report structure
5. Chapter 2. Methodology
   + Evaluation approach or model as well as rationale
   + Evaluation design
   + Sample size and demographics data
   + Timing of data collection
   + Outcomes or measures or indicators
   + Methods of data collection
   + Data sources
   + Limitations of the evaluation: limitations related to methods, data sources, potential biases
   + Analysis approach and the rationale
6. Chapter 3. Results
   + Make sure the findings are clearly and logically described
   + Make sure that tables and graphs are understandable
   + Include both positive and negative findings
   + Make sure all evaluation questions are answered and if not, explain why
7. Chapter 4. Summary, Conclusions, and Recommendations
   + Summary of findings
   + Discussion and interpretation
   + Do the summary and conclusions fairly reflect the findings?
   + References
   + Appendix

Improving the utility of evaluation findings and lessons shared:

- Communicating results or writing reports is not sufficient for shifting the needle from evidence to action. Proactive steps are needed for ensuring that the findings are used.
- Including stakeholders at every stage of the program and evaluation increases the chances of the evaluation results being utilized.
- Strategies for ensuring the utility of evaluation findings and lessons shared include:
  - Recommendations: Transform the findings into recommendations that are specific to the target audience and consider the purpose of the evaluation. Avoid providing recommendations that do not have any evidence and are not in line with the stakeholders' values.
  - Engage stakeholders: Provide information to the stakeholders on how to apply the results for improving their programs or for advocating for future funding, etc.
  - Provide sufficient background information to avoid misinterpretation of results.
  - Tailor the dissemination efforts according to the needs of the stakeholders: Sometimes using multiple channels and frequent dissemination can be helpful in reaching the target audience.
THE PURPOSE of this primer has been to provide practical tools for anyone interested in evaluating underage drinking and driving programs. Two of the more critical takeaway messages are 1) integrate evaluation into program planning and implementation rather than considering it a post-implementation option; and 2) develop a written evaluation plan that is tailored, as well as possible, to the program being implemented.
First and foremost, it is strongly recommended to integrate evaluation into program planning and implementation rather than considering it as a post-implementation option. Including program evaluation from the beginning allows the maximum benefits from the evaluation process to be reaped. To reiterate, some of the benefits include:

+ Gaining insights into the needs of the target audience, allowing more effective programs to be developed that address those needs;
+ Developing SMART objectives, which will serve as milestones and may provide feedback on overall progress;
+ Improving the program based on evaluation findings; and
+ Ensuring the sustainability of the program.

Second, the importance of planning an evaluation and developing a written evaluation plan are emphasized. Some of the key elements of the evaluation plan and some of the best practices for each are outlined below.

**Purpose of the evaluation – intended use and stakeholders**

+ Define the purpose of the evaluation. What is the intended use?
+ Identify and engage the stakeholders. This ensures that the evaluation represents the needs of the stakeholders and that the findings will be used.
+ Engage stakeholders at every stage of the program evaluation.

**Evaluation questions**

+ Make sure that the evaluation questions match the purpose of the evaluation and represent what the stakeholders hope to answer.

**Program description**

+ Develop SMART goals and objectives if the program has not been developed or is in the program planning phase.
+ If the program is not in the pre-program or program planning phase, consider identifying its current program stage.
+ Develop a logic model that will connect the strategic planning of the program with its evaluation.

**Evaluation of design**

+ Make sure the design matches up with the evaluation questions, purpose(s), and needs of the stakeholders.

**Data collection methods**

+ Understand the advantages and disadvantages of each type of data collection method.
+ Consider triangulating the methods. Use a set of data collection methods that complement each other instead of choosing just one method.

**Analysis and interpretation plan**

+ Set aside some time and resources for this commonly overlooked step, which will ultimately be helpful in utilizing and making sense of the evaluation results.
+ Consider developing evaluation standards ahead of time during the planning phase. Not only will this be a guide to conducting a high-quality evaluation, it will also inform many choices that must be made from among the multitude of options available at various stages of the evaluation.

**Dissemination**

+ Develop a plan for how to communicate the evaluation findings to the stakeholders. Consider using Table 11 in Chapter 7 for sorting this out.

Remember that while a set of steps for planning, implementing, and evaluating a program are provided, the implementation of a specific program may not necessarily begin at Step 1. These steps should be imagined as a cycle of success rather than a linear progression with a clear beginning and end. Once a first evaluation has been successfully completed, the information in this primer can be used to improve a program and its evaluation efforts.

Above all, create an evaluation culture that embraces and encourages participatory and utility-focused evaluation frameworks.
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Appendix A: Overview of Relevant Public Health and Psychology-Based Models

Socio-Ecological Model

When the goal of any program or initiative is to change behaviors, such as preventing drunk driving among underage drivers, it is important to understand the following concepts.

1. Human behavior is very complex and is influenced by a multitude of factors, such as one’s attitudes about drinking and driving, perceptions of how friends, family, and significant others view underage drinking and driving, and availability of alcohol for underage drivers.

2. Knowledge of risk factors and how they influence one’s choice to drink and drive.

The socio-ecological model is a good model to understand human behaviors, and provides information on how to address them.

- The premise of the socio-ecological model is that human behavior is very complex and is influenced by factors that play at various levels: individual, interpersonal (peers/family), institutional, or community, and public policy.

- The factors that play at the individual level are one’s attitudes, perceptions (perceived risks, susceptibility to be in a crash, etc.), perception of the ease or difficulty of drunk driving, perceived benefits and barriers for engaging in drinking and driving, etc. Several health behavior and psychology models such as the health-belief model and theory of planned behavior would help in systematic identification of individual factors influencing underage drinking and driving. See below for a summary of these models. Programs that are intended to change factors at this level are normally education-related activities that will increase knowledge and awareness of risks related to drinking and driving, change attitudes and perceptions, and provide tools to help change behaviors. However, just providing information or addressing the factors at the individual level is not sufficient to bring changes in underage drinking and driving.

- The factors at the interpersonal level include influence on personal behaviors by peers or family members, such as the presence or lack of support for not engaging in drinking and driving, and norms (whether family or significant others or friends approve of the behavior).

- The factors at the organizational or institutional level include the rules and regulations of an organization that one belongs to, for example, the rules at schools regarding drinking.

- The factors at the community level include sociocultural and structural factors such as whether alcohol is easily available for underage drivers, etc.

- Public policy/societal factors include policies and enforcement in place at local, state, and national levels that will influence the choice to drink and drive, such as minimum drinking age, penalties for drinking and driving, zero tolerance, etc.

For additional information regarding socio-ecological models please see:


Health Belief Model

The health belief model (HBM), a well-recognized health behavioral model, suggests that individual engagement in certain behaviors and the likelihood of behavior change is determined by one’s perceived susceptibility to injury, perceived severity of injury, perceived benefits of taking a specific action, beliefs about one’s capability to take action (self-efficacy) and the availability of cues to action (Hochbaum, 1958; Glanz et al., 2002; National Cancer Institute, 2003). The addition of individual factors such as personality, knowledge and attitudes improves the model’s capacity to understand the underlying factors that play a role in individual’s behavior (Glanz et al., 2002). This model was successfully used in planning effective interventions for changing individual’s behaviors and attitudes and for evaluating the effect of interventions in bringing changes in behaviors such as seat belt use (Becker, 1974; Ghaffari et al., 2012). One point to note is that HBM doesn’t provide strategies of intervening; however, it is helpful when one would like to identify the potential factors that are operating at the individual level.

Limitations of HBM:

- The original HBM model does not consider personality, attitudes, or beliefs; however, the most recent modified models do consider these components.

- Neglects behaviors that are habitual such as smoking or drinking.

- Neglects behaviors that are influenced by peer pressures or to gain social acceptability such as drinking and driving if friends are also involved in such behaviors.
Neglects the influence of context or environment that could reinforce or prevent behaviors.

Assumes that individuals make decisions rationally, i.e., considering the health effects of drinking and driving, which may not be true. So many other factors such as peer influence, societal factors, etc. do play a role as to whether an individual chooses to drink and drive or not.

Therefore, it is also important to integrate or combine the HBM model with other models such as the socio-economic model for effective use of health models to help shape behaviors of interest.

**Theory of Planned Behavior**

Experts have used the Theory of Planned Behavior (TPB) for several transportation-related behaviors such as altering speeding behaviors (Fylan et al., 2006; Richard et al., 2013) and alcohol abuse in college students (Smith, 2011). The model suggests that intentions, attitudes (both cognitive and affective), beliefs, perceived behavioral control, self-efficacy, personality factors, self-identity, and perceptions of norms play a role in one’s behavior (National Cancer Institute, 2003). Perceived behavioral control is defined as “the degree to which a person feels that engaging or non-engaging in a behavior is under his or her volitional control” (Parker et al., 1992), while self-efficacy denotes one’s confidence in their ability to successfully implement a recommended action (Fylan et al., 2006). However, it is difficult to directly change driver intentions. Therefore, interventions should target other factors that are easier to modify (e.g., attitudes, beliefs, values, perceptions, norms, and self-efficacy).

**Limitations of the TPB:**

- Neglects to consider that not all individuals have the same opportunities to engage in the behavior of interest
- Neglects the influence of factors such as previous experience, fear, etc. on the behavior of interest
- Neglects the influence of social, environmental, and contextual factors on behaviors
- Neglects to consider changes in behaviors over time
- Neglects the fact that perceived behavioral control is not the same as actual behavioral control
- Assumes that intentions directly result in behaviors

Over time, several components were added to the TPD to address some of the above limitations. For instance, Smith (2011) proposed the addition of motives into the model to better predict alcohol abuse in college students.
Appendix B: Determining Sample Sizes for Different Precision Levels

Below is a short list of statistical calculators that are available online to estimate sample size based on desired level of precision.

Statistical calculators for sample size selection
Creative Research Systems: www.surveysystem.com/sscalc.htm
UCSF Clinical & Translational Science Institute: Sample Size Calculators: www.sample-size.net/