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Executive Summary 

Urban informatics is an important field that is attracting increasing attention from academia, 

government and industry. One particular area of interest in this field is in modeling movement of people 

and goods around cities. A city model should represent information that allows the derivation of 

analytical methods to answer questions like: How do cities evolve? How can cities be compared, 

clustered, and distinguished? 

This research project aims to develop a data-driven approach for modeling cities, which plays a 

fundamental role in urban planning. This requires the identification of areas in the city that have similar 

characteristics, such as similar urban fabric, building facade, or even a specific item of interest, such as 

broken curbs or pedestrians. However, new data sets consisting of dense collections of images are now 

becoming available, which can significantly help in answering many of the above questions. We leverage 

a new data set composed of tens of millions of images from New York City captured over a period of a 

year by cameras mounted on top of cars and produced by Brooklyn-based start-up Carmera. This data, 

by providing comprehensive coverage of not only the various streets of the city but also different time 

periods, has the potential to provide users with a visual perspective of the city that was not possible 

before. 

In this project, we first present a framework that leverages recent advances in computer vision to 

efficiently handle such a large collection of complex images. We then propose to construct a 

spatiotemporal map of relative pedestrian density. Due to the limitations of state-of-the-art computer 

vision methods, such automatic detection of pedestrians is inherently subject to errors. We model these 

errors as a probabilistic process, for which we provide theoretical analysis. Through numerical 

simulations, we demonstrate that, within our assumptions, our methodology can supply a reasonable 

estimate of pedestrian densities and provide theoretical bounds for the resulting error. Lastly, we 

present an interactive visual analysis tool for the exploration of this large collection of images. Our 

approach computes a set of feature vectors for each image in this large street-level collection and makes 

use of a memory-efficient index to interactively answer queries about this data. We then design a visual 

interface that couples the image data with other urban data sets and allows users to interactively query, 

explore and analyze visuals in a city over both space and time. This provides them with the opportunity 

to not only virtually audit the built environment but also help answer numerous questions about the 

complex system of cities. Working in collaboration with urban planning researchers, we illustrate the 

utility of our framework through several use cases.  

 

 

 



 

                          Integrated Analytics and Visualization for Multi-modality Transportation Data  
v 

 

Table of Contents 

Executive Summary ................................................................................................................ iv 

Table of Contents .................................................................................................................... v 

List of Figures ........................................................................................................................ vi 

Street-level Images ................................................................................................................. 1 

Framework Description ........................................................................................................... 1 

Pedestrian Density Estimation .................................................................................................. 2 

Introduction.......................................................................................................................................... 2 
Related Work ........................................................................................................................................ 3 
Pedestrians and Sensors Flow Model ................................................................................................... 5 

Simulation ......................................................................................................................................... 8 
Simulation Results ............................................................................................................................. 9 

Computer Vision Sensing .................................................................................................................... 10 
Survey of Algorithms ....................................................................................................................... 12 
Case Study ....................................................................................................................................... 14 

Conclusion .......................................................................................................................................... 17 
Urban Portfolio ..................................................................................................................... 17 

Introduction........................................................................................................................................ 17 
Related Work ...................................................................................................................................... 21 
Interface ............................................................................................................................................. 23 

Query Interface ............................................................................................................................... 23 
Exploration Interface....................................................................................................................... 25 

Case Studies ....................................................................................................................................... 25 
Urban Design: Neighborhood Fabric ............................................................................................... 25 
Construction Evolution.................................................................................................................... 28 
Pedestrian Safety Assessment ........................................................................................................ 29 

Conclusion .......................................................................................................................................... 33 
References ........................................................................................................................... 34 

 

  



 

                          Integrated Analytics and Visualization for Multi-modality Transportation Data  
vi 

List of Figures 

Figure 1: System architecture ................................................................................................... 1 

Figure 2: A hypothetical illustration of the type of detection errors considered in this paper .......... 5 

Figure 3: Left: An illustration of our simulation containing a sensor (center) moving through an 

environment with numerous pedestrians. ................................................................................. 8 

Figure 4: Left: Asymptotic error metric between the sensed and ground truth histograms in our 

simulation. Piloted as a function of the sensors true positive and expected number of false 

positives.  Right: Comparison of the asymptotic histograms error measured from the simulation 

experiments to the theoretical close form and the approximate bound. .................................... 10 

Figure 5: Distribution of pictures by day of the week and by hour of the day. ............................. 11 

Figure 6: Variation of ground truth annotations for different minimal person size thresholds. ...... 12 

Figure 7: Comparison of  HoG, Faster R-CNN and R-FCN  detection on our dataset. ..................... 12 

Figure 8: Evaluation of R-FCN for different ground-truth height thresholds ................................ 13 

Figure 9: A comparison of the ground truth pedestrian count and the measured pedestrian count 

from the 600 tagged test images ............................................................................................ 13 

Figure 10: Visualization of the pedestrian density in Manhattan. The scale of colors represent the 

relative density of pedestrians. Left: The heatmap over the island of Manhattan. Right: The same 

heatmap enlarged to show the details of midtown and surrounding areas. ................................ 15 

Figure 11: A comparison of the ground truth pedestrian count and the measured pedestrian count 

from the 600 tagged test images. ........................................................................................... 16 

Figure 12: Query and Exploration interfaces. ........................................................................... 23 

Figure 13: Exploration of similar building features across neighborhoods in Manhattan. .............. 26 

Figure 14: Querying for buildings having a (left) vinyl facade, and (right) limestone bay window of a 

Beaux-Arts style townhouse. .................................................................................................. 27 

Figure 15: Example of using our tool to assess the evolution of a construction site ..................... 28 

Figure 16: Using Urban Portfolio to inspect the presence and condition of tactile pavements in 

New York City (a) Query image. (b) Other images in the database similar to the query image. (c) 

Visualizing the density of all images in NYC similar to the query image as a heatmap. (d) A temporal 

constraint is chosen based on a time period when there is rainfall. (e) An image from the result of 

the spatio-temporal query showing that the pavement is in dire need of repairs. ....................... 29 

Figure 17: Exploring images from locations on the map with no tactile pavements shows that these 

locations indeed do not have tactile pavements. ...................................................................... 31 



 

                          Integrated Analytics and Visualization for Multi-modality Transportation Data  
vii 

Figure 18: Using Urban Portfolio to assess construction zone safety compliance. Left: Results from 

a query for images containing traffic drums that are common to street renovation. Right: Results 

from querying for scaffolds, commonly installed during building renovations in NYC. .................. 32 

 



 

  
1 

 

Street-level Images 

The data-providing company has been equipping vehicles in NYC with a set of four inexpensive mobile 

phones, each one facing a particular direction (front, back, left, right). As the cars travel the boroughs of 

NYC, the cameras from the mobile phones capture images at regular time intervals. Every image in the 

data is accompanied by the following metadata: location captured by the mobile phone (latitude and 

longitude) of the car when the image was taken, time and camera orientation. 

It is important to note that, unlike in Google Street View (GSV), where cars were deployed specifically to 

capture street-level images, the cars used for capturing images are regular vehicles. Due to this, there is 

no control over the quality of the images such as illumination, weather, traffic condition or blurriness 

(due to vehicular speed). 

On the other hand, given the inexpensive image capturing approach, these images are spatially and 

temporally denser than other data sets, such as GSV or Bing Streetside. 

Framework Description 

 

Figure 1: System architecture. 

Our system can be broadly divided into two parts as illustrated in Figure 1: the visual interface (see 

Section 5.3), and a backend server. The backend server is responsible for enabling real-time responses 

to queries composed using the visual interface. It is composed of a data storage module and a query 

engine. The images are simply stored as individual files on disk. As mentioned earlier, one of the goals of 

this system is to also support other urban data sets, which are primarily spatiotemporal. Note that the 

metadata corresponding to the images is also spatiotemporal. We use MonetDBLite1, a lightweight 

column-oriented embedded analytical SQL database (code available at 
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https://github.com/MonetDB/MonetDBLite-C), as a data store and store the spatio-temporal data sets 

as tables. The advantage of using a column store is that queries involving only a subset of the data 

columns are more efficient than traditional row-oriented approaches. As we describe later in Section 

5.3, the following types of queries can be issued by the interface: 

1. spatiotemporal selection queries. 

2. spatiotemporal aggregation queries. 

3. image similarity queries. 

 We built a query engine to support such queries. Spatial selection queries are handled by first 

performing a coarse query from the data store that satisfies the time period constraint. The points 

resulting from this coarse query are then tested in parallel for the spatial constraint and returned to the 

interface. 

Handling spatiotemporal aggregation queries is more complicated, and we chose to use the fast GPU-

based RasterJoin2  algorithm (code available at https://github.com/VIDA-NYU/raster-join) for this 

purpose. Given a spatial aggregation query, as before we first run a coarse query to filter for the time 

period, and the result from this is fed to the RasterJoin algorithm to compute the required spatial 

aggregation.  

To handle image similarity queries, in a preprocessing step, we first compute a feature index that 

computes and stores the semantic features of the images. This index is then used to perform similarity 

queries. 

Pedestrian Density Estimation 

Introduction 

Pedestrians are an integral and pervasive aspect of the urban environment. Real estate, consumer 

patterns, public safety, and other aspects of city life are deeply intertwined with the variations of 

pedestrian densities across a city. However, current methods for estimating the distribution of people 

within a city tend to be expensive and mostly produce a space sampling of a few locations.  

In this chapter, we examine a new method to obtain an estimation of pedestrian density. We utilize 

recent advances in computer vision to find people within previously intractable collections of images to 

compile a relative density map. 

In order to take into account the errors inherent to visual objects detection, we model it as a 

probabilistic detection. Using our model, we provide a closed form and bounds for the asymptotic error 

https://github.com/MonetDB/MonetDBLite-C
https://github.com/VIDA-NYU/raster-join
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of the sampling process. We compare these formulas to numerical simulations of the sensing process. 

Our results suggest that computer vision produces usable data, despite the inherent noise. 

To test our method, we utilized over 40 million street-level images provided by Carmera. The images 

were obtained using special fleets that traveled through the region of Manhattan in New York City over 

the course of the year. A sample of this data was used to benchmark several state-of-the-art computer 

vision algorithms. We then utilized the top performing algorithm in a case study to map pedestrian 

densities in Manhattan. 

In this chapter, we make the following contributions: 

1. A new method for the analysis of the spatial variation of urban pedestrians densities utilizing 

state of the art, but imperfect, computer vision algorithms. 

2. A closed form function and bounds for the asymptotic error of the resulting pedestrian 

densities. 

3. The results of simulations validating the sampling process and the derived asymptotic error. 

4. A benchmark of several detection algorithms, along with the variation in their parameters, for 

the purpose of pedestrian detection. 

5. A case study demonstrating the resulting densities for a collection of images from the City of 

New York.  

Related Work 

There are many ongoing efforts on the use of urban data to achieve citizen-centered improvements 3. 

Governments and organizations in urban environments collect a vast amount of data daily, 4 amassing a 

large assortment of information about mobility, crime, pollution, and more. The collection and use of 

this information has been attracting attention from academics, governments and corporations 5. The 

work from Arietta et al. 6 explores the correlation of visual appearance of pictures and the attributes of 

the region to which it pertains. They collected images from Google Maps 7 and indicators from multiple 

regions and trained a model 8 to predict the indicator based on images. The city attributes include 

violent crime rates, theft rates, housing prices, population density and trees presence. Results show that 

the visual data can be efficiently used to predict the region’s attributes. Additionally, the regressor 

trained in one region showed reasonable results when tested in a different city. 

A pedestrian map of the city has numerous applications for urban planners, including the design of 

public transport networks and of public spaces 9. One approach to obtain a citywide count of 

pedestrians is to have people scattered around the city manually counting the pedestrians nearby. This 

approach is laborious, requiring significant manpower and time to perform the measures. Another 

possibility explored in 10 is to use cellphone use data to perform the pedestrian count. Two clear 
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limitations of this approach are that these data are not public, and the coverage is restricted to the 

places where the carrier signal is present. Additionally, it is hard to know whether the cell signal is from 

a pedestrian or from someone in a building or from someone in a car. 

Alternatively, we can consider the visual task of finding the pedestrians in city images. One approach to 

this challenge consists of using the histogram of oriented gradients as the features vector and a support 

vector machines for the classification task 11. In the context of deep neural networks 12 13, the work of 14 

introduced an approach that tries to solve this task by using a unified network that performs region 

proposal and classification. In this way, the method accepts annotations of multiple sized objects during 

the training step, and during the testing stage, it performs classification of those objects in images of 

arbitrary sizes. In 15 the authors follow the two-stage region proposal and classification framework of 14 

and propose the Region-based Fully Convolutional Networks, (R-FCN) which incorporate the idea of 

position-sensitive score maps to reduce the computational burden by sharing the per-RoI computation. 

Such speed alterations allow the incorporation of classification backbones such as 16. 

There are several city images repositories that considers pedestrians, some of them obtained using 

static cameras 17–19 and others obtained using dynamic ones 20–22. Such configuration of sensors has long 

been studied in the sensor network field23–25 and an important aspect of these networks is whether the 

sensors are static or mobile. In 26 the authors explore the setting of a network composed of both static 

sensors and of mobile sensors. The holes in the coverage of the static sensor network are identified and 

the mobile sensors are used to cover the holes. A common problem in sensor networks is the k-coverage 

problem defined in 27, that aims to find the optimal setting of sensors such that any region is covered at 

least by k sensors.  In 28 the authors perform the task of counting people based on images obtained 

through a wireless network of static sensors.  

Apart from controllable mobile sensor networks, many works explore data collected from collaborative 

uncontrolled sensors 29 such as from vehicle GPS 30,31, mobile phone  sensors 32–34 and even from on-

body sensors 35. 

The work of 36 considers the problem of using GPS data from a network of uncontrolled sensors to 

reconstruct the traffic in a city. They do that in two steps: initial traffic reconstruction and dynamic data 

completion. This approach allowed the authors to get a complete traffic map and a 2D visualization of 

the traffic. 

There are many ways to model the movement of mobile nodes in a sensor network, the so-called 

mobility models 37. A simple one is the random walk mobility model 38 where at each instant in time each 

particles gets a direction and a speed to move. In the random waypoint mobility mode 39, in turn, 

particles are given destinations and speeds. They travel toward their goal and once they arrive at the 

destination a new goal and speed are given. The Gauss-Markov mobility model 40 attempts to eliminate 
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abrupt stops and sharp turns present in the random waypoint mobility model. It is done by computing 

the current position based on the previous position, speed and direction. 

Simulation of wireless sensor networks has long been studied 41–43 because it allows a complete analysis 

of system architectures by providing a controlled environment for the system 44. The real-life systems 

non-determinism is simulated using pseudo random number generators 45. Among the large number of 

pseudo random number generators 46, a popular algorithm is the Mersenne Twister 47 due to its 

efficiency and robustness. 

Pedestrians and Sensors Flow Model 

 

Figure 2: A hypothetical illustration of the type of detection errors considered in this paper.  

As current pedestrian detection algorithms are far from perfect, it is natural to wonder about the 

accuracy of any pedestrian count resulting from their use. As shown in Figure 2, a number of detection 

errors can occur. The person on the left, outlined with the red dotted line, was not identified by the 

detector and is a false-negative. The rightmost detection, showing an empty red box, is a false-positive. 

The two correct detections in the center are true-positives. Missing from this example are true-

negatives, which are not a useful concept in this situation due to the overwhelming number. In this 

section, we provide a theoretical analysis of the effect of algorithmic errors on the final count.  

In our model, we assume that the world is modeled by a number of small regions, or buckets, each of 

which we intend to measure a density for. Sensors and people move around a world in some random 

fashion. At regular intervals, each sensor takes an independent measurement of the nearby pedestrian 

count and updates the recorded density at its current location, x. More formally, each time a sensor 
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takes a sample, it obtains a measurement represented by the random variable N(x) . While we don't 

specify the distribution of 𝑁(𝑥), we assume that the expected value follows the formula 

𝐸[𝑁𝑖(𝑥)] = 𝑝𝑛𝑖(𝑥) + λ 

Here ni(x) 𝑖s the actual number of people in the location and time being sensed. 𝑝 is a number giving 

the success rate of the vision algorithm and λ indicating its false positive rate. 

The result of this process is the density of people at each location, ψ(x). 

ψ(𝑥) =
1

𝑘
∑ 𝑁𝑖(𝑥)

𝑖

 

For comparison, the ground truth density ϕ(𝑥), defined respectively by (where 𝑘 is the number of steps 

and samples), 

ϕ(𝑥) =
1

𝑘
∑ 𝑛𝑖(𝑥)

𝑖

 

The expected value of ψ(𝑥) is  

𝐸[ψ(𝑥)] = 𝑝ϕ(𝑥) +  λ 

In other words, ψ(𝑥) is a biased estimator of ϕ(𝑥). Unless our sensing algorithm precisely follows the 

previous equation, we are unable to transform this biased estimator into an unbiased one. Furthermore, 

even in the ideal case, 𝑝 and λ may not be known. Instead, we directly utilize ψ(𝑥) and attempt to find a 

relative histogram. That is, we expect to get a number proportional to the density of the number of 

people at a location and not the actual density.  As such, for any constant 𝑎, our density is equivalent to 

one scaled to ψ′(𝑥) = 𝑎ψ(𝑥). Treating the distribution as a vector, we measure the direction but not 

the magnitude.  In the terminology of group theory, our measurement suggests a density within the 

equivalent class: 

[ψ] = { 𝑎 ∈ 𝑅+ ∣∣ 𝑎ψ } 

To validate our measurement we need a metric that indicates how well the equivalent class compares to 

the ground truth distribution ϕ(𝑥). To do that, we compare the ground truth to the unique closest 

element within the equivalent class. As a vector projection, this minimum element is: 

ψ′ = ψ
< ψ, ϕ >

|ψ|2
𝑖𝑓 |ψ| ≠ 0 

ψ′ = 0 𝑖𝑓 |ψ| = 0 
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which we can then compare using the usual Euclidean metric |ψ′ − ϕ|. However, this metric depends on 

the number of locations in the map, as well as the number of people. As such, we normalize the metric 

to between 0 and 1, to obtain a final metric: 

|ψ′ − ϕ|

|ψ′| + |ϕ|
 

Over long periods of time, we expect the asymptotic error to approach: 

|ψ′ − ϕ|

|ψ′| + |ϕ|
→

λ

ℎ

√𝑐2 (𝑝 +
λ
ℎ

)
2

+ (𝑝𝑐2 +
λ
ℎ

)
2

− 2 (𝑝 +
λ
ℎ

) (𝑝𝑐2 +
λ
ℎ

)

(𝑝𝑐2 +
λ
ℎ

) √𝑝2𝑐2 + (
λ
ℎ

)
2

+ 2𝑝
λ
ℎ

+ (𝑝2𝑐2 + 2𝑝
λ
ℎ

+ (
λ
ℎ

)
2

) 𝑐

 

Here ℎ >  0 is the average density of people and 𝑐 ≥ 1 describes the distribution of ϕ. However, 𝑐 can 

best be thought of as parameters that describe the asymptotic error. Both of these parameters depend 

on the resolution of the heat map in addition to pedestrian distribution. In many cases 𝑐 can not be 

determined, as such we can use the inequality: 

lim
𝑘→∞

|ψ′ − ϕ|

|ψ′| + |ϕ|
≤

√𝑐2 − 1λ

2𝑐2ℎ𝑝
≤

1

4

λ

ℎ𝑝
 

It is important to note that ℎ needs to be the ground truth density of people, in the same units of ϕ. If 

only the sampled average density, ℎ̂, is know, the unbiased estimator of ℎ, 
ℎ̂−λ

𝑝
 can be used. This leads to 

the bounds 

1

4

λ

ℎ𝑝
≈

1

4

λ

ℎ̅ − λ
 

This final formula is only dependent on the false positive rate of the sensing algorithm and the average 

density of sensed objects measured by process, making it suitable for practical sensing applications.  This 

function is only useful when λ ≤ ℎ̅. In that domain, it is a monotonically increasing function of λ. Thus, if 

λis not precisely known, it is best to err on the side of larger values. 
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Simulation 

 

Figure 3: (Left) An illustration of our simulation containing a sensor (center) moving through an 

environment with numerous pedestrians. (Right) Each sensor moves with uniform speed 𝛎𝒔 and is 

able to sense people within a radius of 𝒓. Each sensing operation has a probability 𝒑 of correctly 

detecting each person and, on expectation, finds 𝛌 false positives.  People move with uniform speed 

𝛎𝒑. 

 

The real-life acquisition process lacks some of the simplifications we used in our model. For example, 

samples taken in spatial and temporal proximity are correlated. To examine the performance of the 

sensing systems in the face of these non-ideal circumstances, we created a discrete event simulation 48 

to compare sensed distributions to known ground truths. 

As illustrated in Figure 3, we simulated a number of mobile sensors that detect nearby particles. Each 

sensor has a circular coverage of radius 𝒓. Collision among particles and sensors are ignored for 

simplicity. Sensors and particles move with uniform speeds 𝛎𝒔𝒆𝒏𝒔𝒐𝒓 and  𝛎𝒑𝒂𝒓𝒕𝒊𝒄𝒍𝒆 respectively. The 

simulation world is mapped as a graph, as in 49. Each node in the graph is a traversable point by both 

sensors and particles and edges represent a path between the end nodes. 

We assume that, in each time step, a sensor has an independent chance, 𝒑, of detecting each of the 

𝒏(𝒙) persons within range along with an independent chance per location to obtain a false positive. 
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These assumptions lead to 𝑵(𝒙) being sampled from the sum of a binomial distribution with mean 𝒑 

and a Poisson process with a given expected number 𝛌 A calculation of the expected value indicates that 

the expected value formula is satisfied and that our theoretical error calculations and bounds should be 

valid.  

The system state can be described by various state variables: sensor and particle positions, sensor and 

particle waypoints, real density of particles and sensed density of particles.  Sensors and particles move 

with a variation of the random waypoint model~\cite{johnson1996dynamic}, differing from it by the fact 

that sensors and particles are not allowed to change speeds; they have fixed speeds given by the system 

parametersν𝑠𝑒𝑛𝑠𝑜𝑟 and ν𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 . When a new destination is randomly picked, the trajectory on the map 

graph is computed using the A* algorithm~\cite{hart1968formal} and the points of the trajectory are 

pushed to a heap. 

As time progresses, we obtain a 2D histogram for the sensed density as well as the ground truth density 

of particles. 

Simulation Results 

We evaluated different true positive rates and expected number of false positives of the sensors, 𝑝 and 

λ and we used a Mersenne Twister pseudo number generator 47. 

For the 143 possible combinations of values, we ran the simulation for 20,000 time steps 20 

independent times.   

The code is primarily implemented in Python with performance-sensitive sections implemented in 

Cython 50.  The average time to run a single experiment of this optimized code is of 11,718 seconds. A 

single processing and single machine processing would take roughly 1 year to run all the experiments, 

but running them in parallel, it took 11 days. 

For each experiment we examine the decay of the metric given by the error metric equation as a 

function of the cumulative number of samples captured by all the sensors. We assume the error 

continues to decay until it reaches an asymptotic minimum error within the 20,000 simulation time 

steps. Afterwards, we take the average decay curve of all 20 runs for each settings configuration and 

take the average of the last 200 values to find the asymptotic value. 
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Figure 4: (Left) Asymptotic error metric between the sensed and ground truth histograms in our 

simulation. (Right) Comparison of the asymptotic histograms error measured from the simulation 

experiments to the theoretical close form and the approximate bound.  

We can visualize the results from the simulations in Figure 4, which shows how the variation of true 

positive rate and false positive rate affect our histogram error. On the left, the asymptotic error metric 

between the sensed and ground truth histograms, piloted as a function of the sensors’ true positive and 

expected number of false positives, is shown. If we take a horizontal profile of 0.2 of true positive rate, 

we can see how the errors are greatly affected by the variation of the expected number of false 

positives, varying from very low to high error values (represented by the variation on the color 

saturation). We compare these values to our theoretical formulas, and show they are approximately 

equal, as shown in Figure 4 (Right). Note that p=0 is not shown due to the denominator of the inequality 

equation. Finally, we show that they are within the bound given by the inequality equation. 

Computer Vision Sensing 

Carmera uses a fleet of camera equipped cars (such as in 51) traveling through Manhattan to acquire a 

temporally and spatially dense collection of pictures. The orientation of the cameras varies and the 

nature of the images are similar to street level collections provided by many mapping services. However, 

the images are not stitched into a 360-degree panorama. Every image is accompanied by metadata 

including the acquisition time, location, and camera orientation. The images are captured as the vehicle 

travels, with no control of the content, illumination, weather, traffic conditions, or vehicular speed. The 

typical image depicts an urban scenario as a background and the city dynamics including pedestrians, 

vehicles and bicycles. Our dataset differ from several existing publications 17,18,20–22,52 by providing dense 

temporal coverage in addition to dense spatial coverage. 

We used a sample of images captured from March 2016 to February 2017 containing 10,708,953 

images. This sample presents a dense spatial sampling of the whole region over a year, but irregular 
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spatio-temporal sampling on a daily basis, as seen in the varying distribution of pictures by day of the 

week and hour of the day shown in Figure 50. All resulting heatmaps are weighted sampling according 

to this distribution. 

 

Figure 5: Distribution of pictures by day of the week and by hour of the day.  

We evaluated how three computer vision algorithms for pedestrian detection perform on our dataset. 

The first one is based on a histogram of oriented gradients features 11. The second one is based on the 

extraction of features by means of convolutional neural networks 14. The third utilizes fully convolutional 

networks for accuracy and speed improvements 15. 

We manually tagged 600 images to use as a ground truth. We adopt the same metric as Everingham et 

al. 53 when comparing the detected objects in an image to the ground-truth. A detected object is 

considered to correspond to a particular ground truth object if there is a minimum ratio of 50% between 

the overlap of the detected bounding boxes 𝐵𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑  ground-truth bounding boxes 𝐵𝑔𝑡𝑟𝑢𝑡ℎ, and the 

union of the two areas: 

|𝐵𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 ∩ 𝐵𝑔𝑡𝑟𝑢𝑡ℎ|

|𝐵𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 ∪ 𝐵𝑔𝑡𝑟𝑢𝑡ℎ|
≥ 0.5 

The recognition of distant objects in an image is difficult for humans and is even more difficult for 

computers. We assume that, on average, the size of a person within an image is an indicator of the 

distance from that person to the sensor and try to improve the accuracy by considering a minimal size of 

the people detected. Thus, bounding boxes smaller than a new hyperparameter threshold are ignored, 

as shown in Figure 6. When the threshold is small, as in the left image, all people in the images are 

annotated. As the threshold increases from medium to high in the middle and right images, the number 

of annotated people decreases. Those remaining tend to be closer to the camera.  
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Figure 6: Variation of the ground truth annotations for different minimal person size thresholds.  

As discussed below, we decided to utilize R-FCN, which we ran over our entire data set in parallel and 

created a database with the number of pedestrians detected in each image. This database is then 

aggregated in space and time to create a visualization of the pedestrian counts by finding the average 

number of pedestrians per image in each region. 

Survey of Algorithms 

 

Figure 7: Comparison of HoG, Faster R-CNN and R-FCN detection on our dataset. Left: The precision 

and recall for each configuration of method parameters and minimum size threshold; points in the 

same line represents the results of the same ground-truth height threshold. In this graph the upper 

left corner represents an ideal algorithm. Right: The true positive rate versus the average number of 

false positives for the same set of parameters and ground-truth thresholds. Here, the upper left 

corner represents an ideal algorithm. 

We used a total of 10,708,953 images, covering the region of Manhattan, Monday to Friday from 7am to 

6pm. We evaluated three methods for the task of people detection 11,14,15 over a sample of our dataset. 

We used the Matlab 54 implementation of 11, with an 8 × 8 stride of the detection window, 1.05 for the 

pyramid scaling factor and model trained on the 96 × 48 resolution images from the INRIA pedestrian 
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dataset 11. The detection thresholds ranged from 0.0 to 0.1, spaced by 0.01. The implementation of 14 is 

published by the authors and the model we used is a VGG16 network 55 trained with Pascal VOC 2007 

dataset 53 with a non-maximum suppression 56 threshold of 0.3. We evaluated the method with scores 

ranging from 0.0 to 1.0 score, spaced by 0.1. The R-FCN algorithm 15 was also trained on the Pascal VOC 

2007 dataset, but with the 101-layers neural network architecture proposed by 16. Here again, we 

evaluated the method with detection scores ranging from 0.0 to 1.0, spaced by 0.1. 

Figure 7 shows the results of the evaluation of the three methods over a random sample of 600 images 

of our dataset. The images were manually annotated and precision and recall values were computed. 

Ground-truth pedestrians in this comparison included tiny pedestrians, which explains such low values 

for recall. We can see that the overall accuracy of R-FCN was the best in our experiments. The detection 

times for each image are on average 5.7s for 11, 3.9s for 14 and 4.1s for 15. 

 

Figure 8: Evaluation of R-FCN for different ground-truth height thresholds. The utilized model has a 

Resnet-101 backbone trained on the Pascal VOC 2007 dataset. 

 

Figure 9: A comparison of the ground truth pedestrian count and the measured pedestrian count from 

the 600 tagged test images. While the actual true positive and false positive counts do not match their 

expected statistics (left), the total measured pedestrian count can be close to approximated as linear 

(right). It should be noted that this is only an approximation as, even taking sampling errors into 
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account, the mean measured count does not fit a linear model. Error bars are the 95% confidence 

interval of the mean. 

None of the methods in Figure 7 achieve recalls exceeding 80%, and this fact is inherent to the difficulty 

of object detectors in detecting small objects. To mitigate this issue, the detection model we propose 

assumes a finite radius of coverage (see Figure 3) and thus, we establish a limit on the size of the objects 

detected in the image. Figure 8 shows the results of the adopted detector over our sample as we vary 

the minimum acceptable height. As we can see, the higher the ground-truth height threshold, the higher 

the precision, and specifically the recall, of the method. 

Case Study 

Based on the results of the previous section, we adopted a R-FCN using a residual network of 101 layers 
16 trained on Pascal VOC 2007 53, as proposed by 15. The model was trained using a weight decay of 

0.0005 and a momentum of 0.9. Assuming a method minimum score of 0.7 and height threshold of 120 

pixels, 7,474,623 pedestrians were detected overall. 

We compared the number of pedestrians counted as a function of the average number of ground truth 

pedestrians in each of the 600 manually labeled images. Error bars for the mean were computed using 

the 5% to 95% values of the median of the appropriate sample process. We measured the true positive 

rate (p) to be 0.54 and the average number of false positives (λ) to be of 0.117. 

As shown in Figure 9, the actual number of true positive and false positives do not individually fit the 

linear and content assumptions that we proposed previously. However, the total number of pedestrians 

detected is closer to being approximately linear; though it still has statistically significant deviations. 

These stem from the vision algorithm's better-than-expected performance for images without any 

pedestrians and worse-than-expected performance for images with a single person. While we do not 

know how these deviations would affect the error bounds, we hypothesize that the two deviations 

would cancel themselves out and bound may still approximately hold with a slightly larger equivalent λ. 
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Figure 10: Visualization of the pedestrian density in Manhattan. The scale of colors represent the 

relative density of pedestrians. Left: The heatmap over the island of Manhattan. Right: The same 

heatmap enlarged to show the details of midtown and surrounding areas. 

A visualization of the density of pedestrians in all of Manhattan can be seen in Figure 11, with high-

density areas shown in red and lower density areas shown in yellow. For these maps, we obtained an 

average pedestrian density (ℎ̂) of 0.587, which takes us to an error of 0.062. The actual error may be 

larger due to the deviations from linearity discussed above.  

Pedestrian distributions like ours can be useful for city planning, commercial, and other purposes. 

Depending on the task at hand, a high pedestrian density can be beneficial or detrimental. Taxis seeking 
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riders, food trucks seeking customers, and businesses seeking storefronts all benefit from large crowds. 

However, traffic and self-driving cars do not. Knowledge of pedestrian densities can allow city planners, 

civil engineers, and traffic engineers to make better decisions.  

 

Figure 11: Map of Manhattan showing examples of locations with increased pedestrian densities. 

Futures studies may be able to use these correlations to better understand how cities interact with 

pedestrians. 

Our pedestrian map can also show the effect that features of the city have on its people. As shown in 

Figure 12, in addition to densely populated neighborhoods, subway stations and attractions like the 

Metropolitan Museum of Art are all associated with a spike in the pedestrian densities. These spikes 

might be too localized to be detected using traditional methods. Further studies of vision-based 

pedestrian counts may lead to a better understanding of how cities affect people's walking habits. 
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Conclusion 

In this project we used a large set of images from a region of Manhattan and automatically detected the 

number of pedestrians in each image. As a result, we obtained a map of pedestrians in the region given 

by the spatio-temporal sampling. Additionally, we modelled the errors in this process by simulating a 

sensor network with probabilistic detections. The results show that, even considering faults in the 

detection model, this process can still be used to get a reliable map of pedestrians in the region. 

Besides the results presented, there are other potential future avenues of study, as discussed in the 

following section. First, we should caution that any application of our methodology should perform 

statistical tests to ensure that their results are statistically significant. While we set bounds on the 

asymptotic error after the sampling process converges, we have only provided case studies and 

heuristics for the time to convergence. It would be interesting to find a formal bound on time to 

convergence as well as provide guidelines for the appropriate statistical tests to validate the data post 

collection. 

Our experiments could be extended to consider alternative mobility models 37, dynamics models 

including macroscopic ones 57–59.  We can also use data completion algorithms 36,60,61 to reconstruct a 

city-wide pedestrian map. 

The pedestrian map generated could then be combined with other urban datasets, such as Socrata 62, 

weather, crime rates, census data, public transportation, bicycles and shadows 63. We additionally aim to 

explore apparently disparate datasets such as wind and garbage collection. 

Another future work is incorporation of advances, such as from 64 to visualize our images in the context 

of the city and use this visualization to gain additional insights into the other datasets analyzed in 

Urbane 65. As a first pass, we are working to render the photographs in the locations they were 

captured. We hope to use Structure from Motion 66 to improve the accuracy of image location as well as 

find the orientation that the images were captured.  

Additionally, we hope to use 3D popups and/or photo-based rendering to fully enhance the images in 

the three-dimensional environments. It is our hope that the context of the images will allow users to 

better understand the different datasets that are analyzed in Urbane. 

Urban Portfolio 

Introduction 

Cities are complex systems of interrelated dynamic components tied together through a series of 

interactions. Transportation systems, street layouts, public utilities and land use all interact with one 



 

  
18 

another in a process that shapes and forms the city, ultimately influencing how people occupy, move 

and utilize the provided resources and services. Any intervention to alter one part can impact others in 

various ways 67. The rapid increase in urbanization in the past century 68 has made this process much 

more complex, as cities struggle to satisfy the demands imposed by an ever-larger number of people 

with different needs and expectations. It is therefore essential to have a better understanding of 

different aspects of the city, and how it changes over the course of time. 

The understanding and analysis of this process have been made possible in recent years with 

technological innovations that enable the collection of a diverse set of data that reflects how we 

conduct our daily lives in a city, as individuals or as a society. With an ever-growing list of urbanized 

areas and private firms making data publicly available through open data portals (e.g., see 69–71); several 

new techniques and tools have been proposed to quantify and better understand different aspects of 

the cities. Most of the works are limited to understanding cities through the measurement and 

quantification of a subset of attributes from interesting urban data. For instance, one could use taxi trips 

to better understand the flow of traffic 72, sensor data to understand noise problems 73,  or social media 

check-ins to understand land use patterns 74 or urban activity 75. These analyses, however, are mostly 

limited to non-visual tabular data, and, while capturing certain aspects of the cities, fail to capture their 

visual appearance. Several attempts have been made to objectively measure features of the urban 

environment, many of which are perceptual or qualitative in nature and were thought of as 

``unmeasurable" 76. These attempts lead to the creation of various different audit tools 77,78. For some 

time, any effort to quantify the physical appearance and built environment of cities was bound to 

limited geographical locations both in terms of the number of locations covered and the area of those 

locations, since such a task required timely and costly in-field data collection and assessment procedures 
79,80. 

The advent of new computer vision algorithms has made it possible to use images as a source of data to 

measure physical built environment characteristics 81,82. Images provide excellent sources of 

information. They can encapsulate the spatial and temporal context and make otherwise abstract ideas 

relatable to different audiences. Using a temporally dense collection of images can make it possible to 

visualize not only the different blocks, neighborhoods, and boroughs of a city but also its physical 

changes over any period of time depending on the data availability. 

Recently several private companies have been collecting street-level images with the use of cameras 

mounted on top of cars. Perhaps the most popular, Google Street View (GSV) 83 allows the exploration of 

street-level images, emphasizing the particularities of a place rather than cartographic abstractions 84. 

The advent of these new GIS technologies and the availability of street view or other GIS-based images 

or video recordings have made it possible to conduct virtual auditing 80,85–87.This has helped expand and 

diversify the geographical area that can be covered in studies and reduced the amount of time and labor 
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required for the task to some extent. Trained experts can now directly use such image collections for 

analysis and data assessment.   

Although virtual auditing using an image collection such as GSV has many advantages compared to in-

field audits, there are still several shortcomings to this approach when it comes to the difficulty of doing 

the required analysis. The user still has to manually explore the image collection and identify images 

that are of interest for the analysis 81. This becomes especially hard when the analysis requires 

identifying images satisfying conditions based on external data. For example, identifying pavements 

dangerous to pedestrians might involve searching only for images when there is snowfall, or analyzing 

the effect of construction on a neighborhood would require obtaining images in regions with a lot of 

construction activity restricted to the period of construction. Furthermore, the image collections 

provided by services such as GSV is temporally sparse, typically having images corresponding to only a 

single time instant. Thus, analyzing any type of temporal evolution is not possible. 

Temporally Dense Street-level Images 

A new data set is now available comprised of images captured in New York City over the course of a 

year. Unlike GSV, this collection was gathered using off-the-shelf mobile phones mounted on top of 

regular vehicles, without any specialized hardware, and with no guarantee that consecutive 

photographs were taken to uniformly cover the streets (or with the correct focus). Because there is no 

human intervention involved, photographs could now, however, be taken continuously. Since these 

vehicles are on the move most of the time throughout the year, often repeating locations, it resulted in 

a large number of images that are temporally dense, covering not only different times of the day but the 

various seasons as well. To the best of our knowledge, this is the first known data set that has 

comprehensive coverage of a city over both space and time. 

Having such a temporally dense data set of images creates the opportunity to conduct longitudinal 

studies where one can identify exogenous shocks to places by comparing different socio-demographic 

indicators before and after some major natural or man-made changes. These results can then be used to 

answer some of the classical urban study questions 81,87. Since this data covers different neighborhoods 

with similar physical features, it can enable researchers to not only test the validity of various 

hypotheses at a larger scale but reveal characteristics that were not obvious before. 

Problem and Challenges 

The goal of this work is to design a visual analysis system that allows users to effectively explore such a 

dense collection of image data. This system should support the following features, which were finalized 

based on the use case scenarios common in the workflow of an urban planning researcher. 
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• It should have the ability to search for images having a user desired property (which is specified 

through a user-provided set of query images). Note that this can be both the presence (e.g., 

should contain construction cones) as well as absence (should not contain construction cones) 

of the property. Users can use this feature to both (a) query for macro elements such as active 

front buildings, buildings with red-bricks facades, etc.; as well as (b) perform a city-scale search 

for finer details like a specific window style, or even broken curbs. Having the ability to perform 

such fine-grained queries opens the door to exploring a variety of research questions that are 

otherwise not possible. 

• It should allow users to query for images based on other data sets. As mentioned earlier, this 

can help in policy-oriented analysis common in urban planning. 

• It should allow users to query for images over regions and/or time periods of interest. This can 

help in a spatially and/or temporally focused analysis of the urban environment. 

There are, however, several challenges in accomplishing this. First, querying for similar images having 

the desired properties requires first extracting the features of all the images, and then searching over 

this feature set. While recent advances in computer vision can be used for extracting the features, given 

the large number of images present, these features take hundreds of GBs of space, and thus cannot be 

memory resident. Second, visual exploration requires support for real-time queries, which is not 

possible over disk-resident data. Third, contextual queries dependent on external data sets requires 

interactive spatial queries over the image metadata such as the location of the image and the time it 

was taken. Moreover, the query interface should also support the visualization of external data sets to 

allow users to identify appropriate query constraints.  

Motivated by the use case scenarios common in urban planning, we present a visual analysis system 

that enables users to contextually explore a temporally dense collection of images from a city. It allows 

users to visually compose contextual queries by choosing either parts of images already in the database 

or uploading external images. Such queries are supported by first extracting the features, as a high 

dimensional vector, of the images at multiple resolutions using a convolutional neural network, and 

then searching based on these features. To enable interactive querying using these features, we design 

a lightweight feature index that: 

1. significantly reduces the memory footprint, thus allowing it to be memory efficient 

2. converts similarity testing into simple bitwise operations, thus making it computationally 

efficient, requiring less than 100 ms for queries that would otherwise require tens of minutes. 

  

Our system also supports loading and visualizing external spatiotemporal data sets, which can help to 

guide the user exploration. 
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Working in collaboration with urban planning researchers (also a co-author of this paper), we 

demonstrate the utility of this system through different case studies that: 

• Assess pedestrian safety in NYC. In particular, check for the presence of tactile squares on curb 

ramps in accordance with Americans with Disabilities Act compliance, as well as pedestrian 

safety around construction sites. 

• Explore how the visual appearance of neighborhoods has applications to urban design. 

• Track the evolution of construction projects. 

To the best of our knowledge, this is the first system that allows the visual exploration and analysis of a 

large and temporally dense collection of images from an urban center in conjunction with other urban 

data sets. We believe that this ability to marry a visual depiction of a city with urban data sets can 

significantly help and engage stakeholders when framing policies. 

Related Work 

We review related work in three categories: urban visual analytics, image similarity, and the use of 

street-level images in urban planning. 

Urban Visual Analytics 

The availability of an increasing number of data sets from cities has created an opportunity to analyze 

the city in several new ways. In order to interactively explore and analyze this data, multiple visual 

analytics systems have been proposed 65,72, targeted at transportation and mobility 88,89, air pollution 90, 

noise 73, real-estate ownership 91, and shadows 63. A comprehensive survey on urban visual analytics is 

presented in Zheng et al. 3. 

The use of street-level images in urban analysis has gained popularity since the introduction of GSV 83 

and Microsoft's Streetside 92, which allows users to explore cities through images captured by 

specifically designed cameras mounted on cars. The availability of street-level images has created an 

opportunity to analyze cities from a new perspective. These images have been used to assess urban 

environments 80,93, predict street safety 82, predict urban change 94, summarize city landscapes 95, 

compute sky exposure 96, and detect urban features 97–100. Arietta et al. 6 presented a method that uses 

street-level images to identify relationships between the visual appearance of a city and its attributes. 

More recently, Shen et al. proposed StreetVizor 101, using Google Street View images to analyze urban 

forms. Sakurada et al. 102 used a collection of images and mapping data to detect changes in buildings, 

applying their method to cities damaged by the tsunami in Japan. Our work differs from past proposals 

along three major directions. First, we use a first-of-its-kind street-level data set that is temporally 

dense. Second, we present a visual analysis system that enables users to explore this collection of 
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images by visually composing contextual queries and searching for visually similar images. Lastly, we 

support its spatiotemporal analysis in conjunction with other urban data sets. 

Image Retrieval 

The querying of large collections of images by similar features has been a major source of research in 

the computer vision community. Prior to 2012, image retrieval methods were mostly based on image 

features extracted by local descriptors such as SIFT 103 or HOG 11. Recent neural network proposals, 

however, have gained attention as a viable approach for feature extraction. Two possible approaches 

are to either use a convolutional neural network (CNN) 55 pre-trained on image data sets, such as 

ImageNet, or a fine-tuned CNN model 104. We refer the reader to the detailed survey by Zhou et al. 105 

covering content-based image retrieval. 

In this paper, we use an approach first presented in Razavian et al. 106. We decided on this approach 

based on the accuracy it provided for our test data sets, as well as its performance, which enabled us to 

compute the features of an image in real time, this operation is performed when a user specifies an 

image as a query constraint). Their idea is to use the feature representation extracted from an 

intermediate layer of a pre-trained convolutional neural network. 

Urban Planning 

The impact of the physical appearance of the cities on various aspects of human life has been studied for 

years. Jane Jacobs famous “eyes on the streets” theory, explains how certain features of the built 

environment, such as active ground floors with lots of details and windows, townhouse stoops, 

greeneries or wide sidewalks can create a vibrant street life that attracts more people to public spaces 

and hence increases the safety 107. Researchers from different fields have also looked at how the 

physical forms of an environment can shape, alter or influence certain features of daily life, such as 

physical and mental health 108,109, level of physical activity 110,111, willingness to walk 112, safety 110,113,114, 

social inclusion 115,116 and social capital 117,118. 

To empirically analyze the impact of the built environment on any of the above-mentioned fields, its 

properties should be quantified. For this purpose, different systematic observations or audits have been 

designed and developed 119,120. A majority of the physical features of urban built environments currently 

used in multiple audit tools were identified through direct field observations, focus groups, or experts' 

panels 77 or interviews 78. These features are then added to the audit checklists or protocols, together 

with the objective measurements for each feature.  

The most widely used method of collecting data on urban appearance is in-field auditing, which requires 

trained auditors to be present in the field, recording their observations based on different auditing 

protocols and in many cases, performing some level of on-site assessments 121–123. However, more 
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recent works employed crowdsourcing and virtual auditing through GSV street-level images to 

investigate this relationship on a larger scale 124,125. One of the major problems of using GSV is that the 

date when the images are taken is not always consistent for the whole city, or even across one 

neighborhood. Also, only the month and year in which each image is taken is being reported; there is no 

information about the specific day when the image was taken, and this can be problematic in some 

auditing protocols, specifically those concerned with public health or socioeconomic aspects of the built 

environment 80. 

Our system improves upon common virtual audits by enabling the user to interactively explore a 

temporally dense collection of street-level images, allowing them to compose queries and search for 

regions with similar built environment characteristics. 

Interface 

The visual interface of our system consists of two main components: the query interface and the 

exploration interface. 

Query Interface 

 

Figure 12: Query and Exploration interfaces. The Query interface allows users to compose spatial and 

temporal constraints based on external urban spatial and / or temporal data sets.  
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The query interface allows users to define two types of queries: spatiotemporal queries and image-

based queries using a spatiotemporal query widget and an image query widget respectively (Figure 13). 

Image similarity queries can be composed by selecting images of interest, and optionally cropping 

regions of interest. These queries result in a set of images satisfying the different constraints. 

Additionally, a map also displays a heat map of the query results without the spatial constraint, thus 

allowing users to explore other areas having images with the required properties. 

Spatio-temporal Query Widget 

This widget is made of a map view and a time series view. Users can select a region of interest over the 

map, and a temporal range constraint using the time series. 

Additionally, users can also choose a spatiotemporal data (which has been loaded into the data store) to 

visualize it as a heatmap as well as in the time series view. This allows users to base their spatiotemporal 

query constraints based on other data sets. For example, by visualizing the noise complaints data, the 

user can select regions having a high number of complaints and/or time periods when there is a peak in 

the number of complaints. 

Image Query Widget 

This widget allows users to compose image-based queries. A default query run without any image 

constraints will simply return all images satisfying the spatiotemporal constraint specified above, 

ordered based on time. Users can “drop” images of interest into this widget to compose image 

constraints. These can be either external images or from the results of a previous query. When multiple 

images are part of the constraint, the query returns images that satisfy all the constraints (i.e., an 

intersection operation is performed). 

Users can also select only a patch within an image as a constraint. For example, if the user wants to 

query for a particular facade type, then only a small region corresponding from a larger image having 

this material can be cropped and used. 

Depending on the user preference, they can select at what scale to perform the queries: large, medium, 

or small. For example, the large-scale queries can be used when searching for an urban environment of 

a particular type, such as open fronts or parklets, or small-scale queries when looking for small objects 

such as trashcans, etc. By default, we consider two image features similar if the angle between them is 

less than 45° 
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. 

Exploration Interface 

The exploration interface is made up of two gallery widgets, and another map view. The first gallery 

view shows the list of images resulting from the query performed using the query interface. Since, the 

number of figures returned can be quite large and will not fit into a single view, we paginate the gallery 

into multiple pages. When no image constraint is provided, then the images are ordered by the time the 

photo was taken. Otherwise, the ranking is based on the angular distance. 

Additionally, the map view in the exploration interface visualizes a heatmap of the images satisfying the 

image constraint over the entire data (that is, when there is not spatio-temporal constraint). This is 

helpful for users to quickly identify spots in the city that have properties similar to the given constraint. 

Users can then select a region of interest in the map and view the images from this region on the second 

gallery view. The use of two gallery views also helps users compare images from different regions. 

Case Studies 

In this section, we demonstrate the application of Urban Portfolio through four case studies set in NYC.  

The first case study compares different facade types common to residential areas and their distribution 

across NYC. The second case presents the evolution of a construction project in the neighborhood of 

Williamsburg. The final study assesses the presence of tactile pavings on sidewalks, as well as two 

common sidewalk obstacles: traffic drums and scaffolding. 

Urban Design: Neighborhood Fabric 

A diverse city like NYC presents a variety of different architectural styles that make up the unique urban 

fabric of various neighborhoods. From Brooklyn's famous brownstone row houses and Manhattan's 

limestone townhouses to the tall and skinny glass towers, different facades bring different rhythms to 

the neighborhoods. Getting a better understanding of this diverse fabric can greatly help different 

aspects of urban design. 

For example, the design of the ground floors and facades of the buildings is proven to have a significant 

impact on the pedestrian's walking experience. According to Jan Gehl, fine details of the facade and 

display windows, narrower units and vertical facade articulation can make the walk seem shorter and 

less tiring. Such neighborhoods are more inviting and thus create livelier cities 126. Detecting areas that 

display such characters is hence of great importance for walkability studies.  

In a city like NYC, the codes and regulations for urban constructions as well as for repairs and 

installations differ based on the characteristics of the location where it is to be performed. For example, 
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safety inspections are scheduled typically every 5 years for buildings with certain facades 127. Fixing any 

problems in these cases often warrants a specialized crew and/or tools. However, given the long time 

interval between the audits, it is difficult to identify problems early, resulting in more work and hence 

incurring a higher cost. This is especially true for older buildings, since they require a lot more care. 

Having the ability to search through updated images (indicating some of the common problems) from 

across the city can greatly help in performing a virtual audit, thus helping identify some problems early. 

 

Figure 13: Exploration of similar building features across neighborhoods in Manhattan. Here, we first 

upload an image from a typical residential neighborhood and search for similar images using the 

medium level. The map on the left displays the regions of Manhattan with images that are most 

similar to the one used in our query. Next, we add another image to our query, now highlighting the 

front stoop. The map on the right shows the occurrence of similar images. We also highlight an 

example of two of these images. 

In this case study, we show some examples of how our system can spot different architectural styles and 

facade materials across neighborhoods. In the first example, we use an external image of a red brick 

apartment with detailed windows, crop a patch of interest, and query for similar images at a medium 

scale (see Figure 13 left). This results in several images matching the style, as well as a heatmap 

visualization highlighting regions in Manhattan containing images similar to the query pattern. Note 

here that historical neighborhoods, such as Greenwich Village, East Village and Gramercy, present a high 

concentration of buildings with red bricks. 

One of the result images contained a red brick apartment that has a front stoop. In the next step, we 

further refine our query by cropping and adding the patch corresponding to the stoop to the query 

constraint. Recall that using multiple images in the query constraint results in the intersection of images 

satisfying both the constraints. The distribution of this query result is again visualized as a heatmap. 

Figure 13 (right) shows representative images from two locations satisfying both the constraints. It is 
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interesting to see that the Greenwich village area has a higher density of such buildings compared to 

other areas. 

 

Figure 14: Querying for buildings having a (left) vinyl facade, and (right) limestone bay window of a 

Beaux-Arts style townhouse. 

Williamsburg and Greenpoint are Brooklyn neighborhoods known for having rows of colorful vinyl 

townhouses. So, in the next example, shown in Figure 14 (left), we query for buildings with a vinyl 

facade in Brooklyn. The results show a dense cluster of vinyl townhouses in both these neighborhoods, 

and more sparsely spread in other locations. 

In the final example, shown in Figure 14 (right), we search for a more specific detail of the building 

façade - the limestone bay window of a Beaux-Arts style townhouse. As seen in the resulting density 

distribution, this architectural feature is present in both the Upper East and West sides of Manhattan, as 

well as Hamilton Heights. But unlike the previous two examples, these are more sparsely and widely 

scattered, primarily due to the fact that these are very specific design types. 
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Construction Evolution 

 

Figure 15: Example of using our tool to assess the evolution of a construction site.  We start by 

selecting images in the beginning of 2016 from Williamsburg, Brooklyn. We use one of the images as 

our query, then find images later in the year when the construction is more advanced. We further use 

images from this stage as our query, continuously refining our query until we are able to see the 

inauguration of a new store in the neighborhood. 

Each year, New York City's Department of Buildings (DOB) issues thousands of building permits for a 

variety of different purposes. DOB also provides a data set containing a list of all issued permits across 

all of the five boroughs of NYC. This allows for an overview of the active construction hot spots 

throughout the city, an increasingly important topic considering the impact of construction on noise, 

pedestrian safety and pollution. 

However, tracking the actual evolution of construction projects and their impacts on the surrounding 

neighborhoods is a demanding task, considering the large number of constructions in a metropolis such 

as NYC. Relying only on permits to assess the evolution of a construction project can be misleading, 

since some permits issued by DOB may only involve minor work. Sometimes they do not even result in 

any construction work. In this case study, we use Urban Portfolio to demonstrate how it provides an 

intuitive way to visually grasp changes in a construction project over the course of a year and analyze 

the evolution of a construction site from the early stages of development until the end.  

We started with the construction permits issued by DOB to assist in our exploration. Using the heatmap 

of the construction permits issued, we first filtered the images that were captured within 100 meters of 

an active construction site (Figure 15 (left)). We then chose the neighborhood of Williamsburg in 

Brooklyn for further exploration. This neighborhood has been the focus of construction initiatives in 
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recent years, with old houses being replaced by modern buildings. This is rapidly changing the look of 

the area. 

After selecting a street block in Williamsburg, we query for images from the beginning of 2016. We 

identify an active construction site in its early stages of development and select an image to start a 

process of query refinement using this image. Next, we used this image to query for other such similar 

images in the region. One of the most similar ones is an image that was captured a few weeks in the 

future, depicting the construction in a more advanced stage. We then replaced the query with this new 

image and continued this process until we finally found an image capturing the opening of a new store 

(Figure 15 bottom right). 

Thus, through the use of street-level images taken by an unbiased fleet of sensors, we can assess the 

entire evolution of the development. This way, it is possible to assess the changes in the construction 

site in terms of the progress of the project. It can also help with monitoring whether safety measures, 

like using proper pedestrian protections, are being observed, or if the sidewalks are being obstructed 

throughout the project. Moreover, monitoring changes in the entire block in terms of new shops, new 

activities or detecting early signs of gentrification in the neighborhood is also possible using our tool. 

Pedestrian Safety Assessment 

Americans with Disabilities Act Compliance 

 

Figure 16: Using Urban Portfolio to inspect the presence and condition of tactile pavements in New 

York City, which is important to provide safe pedestrian access to people with movement or vision 

impairment disabilities. (a) Query image. (b) Other images in the database similar to the query image. 

(c) Visualizing the density of all images in NYC similar to the query image as a heatmap. The 

highlighted region is set as a spatial constraint to query only for other images in that region. (d) A 

temporal constraint is chosen based on a time period when there is rainfall. (e) An image from the 

result of the spatio-temporal query showing that the pavement is in dire need of repairs. Further 

exploration revealed that this pavement was later repaired before August 2016. 
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Designing inclusive, accessible streets that serve a variety of users is a crucial aspect of the human scale 

of the cities. Sidewalks are the most important pedestrian-dedicated planned public spaces. A proper 

assessment of their accessibility is then extremely important to the city and its dwellers since they are 

the access points to and from streets. Curbs are where the raised sidewalks or medians meet the 

streets, but they are often a big challenge for wheelchair users or other people with movement or vision 

impairment disabilities. A curb ramp, which is a short ramp cutting through a curb, can solve this 

problem. Title II of the Americans with Disabilities Act (ADA), requires pedestrian crossings to be 

accessible to people with disabilities 128. In order to do that, specific regulations regarding the curb 

ramps should be met. Aside from the specifications on the size and slope of the ramp, “detectable 

warnings” or tactile squares must be installed on all the ramp-cuts. 

Tactile squares are the distinctive yellow or red squares with bumpy surfaces designed by the Japanese 

inventor Seiichi Miyake in the 1960's to help visually impaired pedestrians navigate the potentially high 

risk and dangerous public spaces in cities more safely. The patterns are created to be detectable with 

canes, feet or by guide dogs. The bar patterns serve as the directional guide and the bumps show that a 

potentially unsafe area is close by and caution is needed.  

In 2014, The Manhattan Borough President's Office conducted a study assessing ADA compatibility of 

around 1200 curb ramps alongside Manhattan's Broadway street. The results showed that only 115 curb 

cuts were fully compliant with the ADA regulations.  

Following a court's approval to resolve lawsuits brought by disability rights activists, NYC has recently 

agreed to equip all the curbs in the city with the facilities required by the ADA and ensure that all the 

city's curbs will have proper ramps and tactile markings installed 129. However, this would require an in-

field assessment of the condition and quality of all of the 162,000 curbs in the city. For the 2014 study, 

in which less than 1 percent of the city's curbs were assessed, 40 auditors were trained and conducted 

the field auditing. However, given the required hours of training as well as travel costs, it becomes 

almost impossible to support the personnel needed not just for the initial assessment of all the curbs, 

but to also perform frequent audits to keep track of their conditions. 

In this case study, we show how a tool such as the proposed Urban Portfolio can greatly help in 

performing a virtual assessment and help filter regions requiring manual intervention. We first query for 

images having tactile paving using an initial image with red tactile paving as our query. This enables us to 

visualize locations on the map (Figure 16 (c)) where tactile pavements were installed, as well as street 

corners where no such images were found. Figure 16 (b) shows a few example representative images 

from locations that had tactile pavements. 
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Figure 17: Exploring images from locations on the map with no tactile pavements shows that these 

locations indeed do not have tactile pavements. 

Note that finding no images does not necessarily mean that the corresponding street corner has no 

tactile pavement. It could be that the location is not covered by the image database, or the image 

quality (e.g., the focus does not clearly capture the required feature) was not high enough to identify 

such a feature. So, in the next step, we restrict the spatial region to one such location and explore all 

images in that region. This will allow us to manually scan a small set of images to investigate why the 

initial query did not return any location from this region. Figure 17 shows representative images from 

two such locations, and we can see that in both these locations, while the curb ramps were present, the 

tactile pavements were indeed missing. 

Similar queries can be run to assess the condition of existing tactile pavements as well. To do this, we 

select one of the locations having a tactile pavement and use it as a spatial constraint (Figure 16 (c)). 

Then, using the visualization of the weather data, we select a time range when there was rainfall (Figure 

16 (d)).  One of the first results resulting from this query showed an old curb with a damaged tactile 

pavement (see Figure 16 (e)) that has a puddle of water, which makes this curb unsafe for pedestrians. 

This was in a picture taken in May 2016. We then queried for images taken after the time the original 

query picture was taken, and it showed that the curb was then repaired, and continued to be in good 

condition at the end of the year. 

Construction Zones Safety Compliance 
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Figure 18: Using Urban Portfolio to assess construction zone safety compliance. The left image shows 

results from a query for images containing traffic drums that are common to street renovation. The 

right image shows results from querying for scaffolds, commonly installed during building renovations 

in NYC. 

Although New York City ranks high in walkability score among American cities, its sidewalks are not 

always easy or safe for all types of pedestrians to navigate. Oftentimes there is construction going on, 

and if the safety measures enacted by NYC DOB are being observed, the sidewalks are either closed or 

narrowed by construction cones, safety dividers or scaffolding. The width of the sidewalks in Manhattan 

specifically are already narrow considering its pedestrian volume. NYC's sidewalks have significantly 

shrunk from their size at the turn of the 20th century to accommodate more cars. Taking this into 

account, the city's never-ending construction projects can create a myriad of different problems for all 

types of pedestrians, especially those with disabilities. As much as it is important for the construction 

projects to comply fully with the safety measurements required by the DOB, ensuring streets' and 

sidewalks' accessibility for all types of users should also be a priority. 

Given the amount of personnel required, regular monitoring of the safety compliance of all the 

construction zones and how they are impacting accessibility of adjacent streets and sidewalks is not 

feasible.  On the other hand, having the ability to easily explore a temporally dense data set of visual 

images of the city can allow different stakeholders to visually assess how these safety measures are 

being used and what type of accessibility or safety problems they can create. This way, planning to 

mitigate such issues will become much easier. 

In this case study, we use Urban Portfolio to query for two common sidewalk obstacles: construction 

cones and scaffolding. We first query for all images near a construction site using the heatmap of the 

construction permits data. We then selected an image that has one of these obstacles; we then crop this 

image around the object and query for similar objects, querying for small scale similarity for 
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construction cones (see Figure 18 left), and medium scale similarity for scaffolding (see Figure 18 right). 

This query scale was chosen based on the size of the object (patch) we were querying. 

The map in the exploration view denotes the locations in Manhattan where there is an active 

construction site with these two objects, allowing stakeholders to visually inspect these sites and check 

whether these structures conform to the regulated norms without the need for manual intervention. 

Figure 18 shows representative images from three such sites containing a construction cone, and three 

having scaffolding.  

Conclusion 

Glass facades 

A particular type of query that failed often was a query for glass facades. This was primarily because 

such buildings reflected the local environment, and thus do not have a unique set of features like 

opaque materials. As a next step, we would like to explore strategies that can help in identifying if a 

particular building has a glass facade or not. This could potentially involve trying to identify features that 

are clearly reflections. 

Quality of similarity search query results  

The quality of similarity query results is impacted by many factors such as lighting and distance from the 

object. But one particular property which affected the results the most was the angle at which the 

picture was taken. Overcoming this would involve searching over different rotations of the picture 

content, which is not an easy operation. Another factor affecting the similarity results is the similarity 

threshold. We used a threshold of 45 degrees by default and found it to be sufficient for most of the 

cases we tested. It would, however, be interesting to explore ways to automatically estimate this 

parameter based on the quality of the query images. 

Conclusions  

The availability of spatially and temporally dense street-level images opens new vistas for urban 

planning, design, and policy by making it easy to virtually audit different characteristics of an urban 

environment. However, the large size of such data sets creates several challenges to enable interactive 

analysis. In this work we presented Urban Portfolio, a visual analysis tool that allows for interactive 

searching and exploration of such data sets. Context-based searching is accomplished using features 

extracted from a convolutional neural network. A novel index that makes use of bit-wise operations to 

compute similarity between the features was proposed, which not only reduced the memory overheard 

by over 2 orders of magnitude, but also improved the query times by over 5 orders of magnitude, thus 

allowing for interactive queries crucial for visualization systems. 
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Working in collaboration with an urban planning researcher, we also demonstrated the potential utility 

of such a system through several case studies. We believe that this tool can have a significant impact on 

the way cities go about monitoring and assessing the urban environment by not only reducing the cost 

of these operations but also greatly simplifying this process. 
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