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EXECUTIVE SUMMARY

Carnege Mellon University (CMU) conducted a research pram for the Federal Aviation
Administraion’s (FAA) Nationd Aging Aircraft Research Progam to investigate robotictoolsto
assist aircraft inspectors bgutomatingthe collection, archivingand post-processingf
inspection data.Potential benefits of robot-assistegpectioninclude improvedflaw detection
and inspetion repeatability, reduced inspe&tion time dectronic captureand archive of inspection
data, and improved safefiyr inspectors.

The results of this progm established thiechnicalfeasibility of using roboticnondestructive
inspection (ND) systems in major aircraft maintenance facilitie¥his progam was funded
throudh the William J. Hughes Technical Center and the U.S. Bureau of Mines. USAIr
supportedhe projectby providing technical gidance from egerienced aircraft inspectors and
access to aircraft in its PittsbimgPA, maintenance facilities.

During a preliminaryphase of work under this pmam, CMU studied the task of aircraft
inspection, compiled the functional requirements for an automaséehsyo inspect skin fastener
rows, and developeda conceptualdesign of an inspection robot.The purpose of the robotic
systemwasto automaticallydeployconventionakensors used kajircraft inspectorsThe sytem
wasdesiqedto be sufficiently flexible to incorporate new sensor technaésg includingthose
developedby other organizations participatingin the FAA’s National Agng Aircraft Research
Program.

This report describes the multiphase des@nd development of @rototype robot (the
Automated Nondestructivengpector or AND) capable of walkingon an aircraft fuselag and,
usingan eddycurrent probe, inspectirthe skin for cracks and corrosion.

The first phaseof systemdevelopmentesulted in a laboratorgystem that demonstrated the
ability to adhere to the surface of an aircraft panel in varmientations(e.g, vertical and
inveried surfaces). It was abé to depby a sandard refctance node eddycurrentsensor and
scan a poron of a rvet line for surfacendsubsurfacdlaws. The eddycurrentinstrument was
calibratedusingthe samestandard specimens used for manual inspectidhs.robot could walk
over a horizontal surface as deced byan operair via conputer interface. Results of the first
phase are documented in report DONAFCT-94/23, dine 1994.

The mechanical sfem was enhanced durintige second phaselt was able to walk at any
orientationaroundthe circumferenceof the fuselag. A marking apparatus for indicatinthe
locations of suspected flaws was mounted on the sensor platféima.control system was
implementedusinga distributed network of computers installed on the robot and onrdhad
Intuitive, graphicaloperatorinterfaceswere addedto the sgtem to simplifyoperator control of
therobot. Video camerasvereinstalledon the robot to ige feedback about the robot and its
surrounding and allow the operator to remotediign the robot to the rivet line.Automatic
alignment algrithms were developed for the rolend independentiytestedin the laboratory
The robot was demonstrated on a DC-9 nose section dimen§j994 Air Transport Association
(ATA) NDT Forum hostedby the FAA’s Aging Aircraft NDI Validation Center operated by

Xi



SandiaNational Laboratoriesin Albuguerque ,New Mexico. Results of the second phase are
documented in report DOTAA/AR-95/48, line 1996.

The robot’s control stem was the focus of development durihg progam'’s third andfinal
phase. The automatic aligment algrithms were applied to the robot visiorsm. A three-
dimensional renderingf the robot was added to the operator workstatiterfaceto assistthe
operator in visualing the robot’s status.

In its current state, the robot can be remotgberated byan inspector. Several operational
limitations of the robotic inspection #¢m were gxosed duringhelaboratorytesting andield
demonstration.Specific problems include the protpt/robot’s speed, absence of ahhigvel of
opeaator control, and meshanical reliability. As aresult of these experiments, insight has been
gained into meansfor improving speed, ease of operation, and mechanical performdntare
development efforts should be directed towards addresisesg mechanical issues, obtaining
more autonomous robot operation fpviding inspection path plannindnigher level operator
controls, automatedsignal interpretation for alarm gneration, and an implementingn
architecture for data managent.
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1. INTRODUCTION.

Carnege Mellon University(CMU) has conducted a research pavg for theFederal Aviation
Administrdion’s (FAA) Nationd Aging Aircraft Research Progam to develop robotictools to
assist aircraft inspectors bgutomatingthe collection, archivingand post-processingf
inspectiondata. The project established the technical feasibitifyusing robotic sytems in
aircraft maintenance facilities Although operational concernwere usedin the selectionof
appropriate robotic technolmg for use inmaintenancehanars, detailed operationaland
economicissuesassociatedwvith robotic inspection of aircraft are begd the scope of this
project.

Manual inspectiontechniquesdo not incorporate égnsive data acquisition and archiving
Currently, inspection results are recorded on paper and, therefore, inspdeioos have easy
access to previous inspection resulthis information, if stored in an electronic database, could
be accessed ehsiand useda identfy problem areas on an @raft or on aspecfic classof
aircraft.

The benefits anticipated to be derived from thecessfulcommercial deployment of an
automded inspe&tion systam are:

. Improved Detection—Theautomaed inspection systam will consistatly mantain a high
probaility of detection from stat to finish.

. ImprovedRepeatability—The robotic systemwill perform the inspection in the same way
every time.
. Reduced Aircraft Downtime—The automaed system will help an inspetor complee

moreinspections pe& shift.

. Electronically Rerievable Inspetion Daa—The system will keep a continuingrecord of
the development of structural flaws for post-procesamdjanalgis.

. Improved Safetyor Inspectors—The use of robots to inspect hazardous aikasduce
risks to the health and safeatf/inspectors.

The emphasiof CMU’s development effort was to provide inspectors with tools desigo
hdp them do ther jobs moreefficiently. Inspetion tasks ae divided between the automaed
inspection systam and thehuman inspetors. The automded system will deploy the sensorsin a
consistentmannerand processsensor sigals for anyabnormal indications while the inspectors
will monitorthe systemandwill berequired to make final jusigents on unusual sensor reading
The inspestor monitoringthe systam will be required to investigate any areas on the aircraft tha
produced the abnormal readsthe inspector will still be responsible to decide if a flavsEsxat
that location. Thus, the robot will deployhe sensors while the inspectwill interpretthe
meaningof the data.A major benefit of the deployent ofanautomatednspectionsystemis not
only the ability to gather inspection dda, but dso theability to save this dda for futureandysis.



A data managment sgtem can contain multiple inspection methods sucldalscurrentand
visual data, as well as other relevant inspection information.

Thetask of aircraft skin inspeciton was salcted as he first applicaion © be aubmated because
it is a hidnly repetitive task that is suitabier roboticaugnentation. During thisinspectiontask,
the aluminum skin around the fasteners that attach the skin to the dreoredis examinedfor
cracks. The skn is also examined for corro®n that may havedevebpedduring the yearsthat
the arcraft has beemi use.

The longterm objective of this project was to develop an inspector’s assistant comprising
automated robotic data acquisition, operator visual aaghical interfacesand integateddata
manag@ment. The swtem, called the Automated Nondestructimspector (AND), would alert
inspectorsas perceivedabnormalitiesare encountered; the inspectors would then interpret the
data and decide what action, if ang take. The development of ANDhas demonstrateithe
feasibility of usingrobotic sytems at the airlines’ major inspection and repair facilities.

2. PROGRAM HIGHLIGHTS

CMU approachedhe systemdevelopmenin phases. The product of each development phase
would then bea systan with ausdul subsé of thecomplde systan’s capabilities.

2.1 PRELIMINARY PHASE, CONCEHUAL DESGN.

Work on thedevelopment of an automded inspe&tion system for arcraft skin inspe&tion wes
initiated in May1991. The initial work comprisedeviewingairline inspectionproceduresand
state-of-the-artrobotics technolog throudh visits to maintenance hamg, discussions with
airline maintenanc@ersonneland participation in relevant conferencésconceptual desigof
an automated inspectionstgm was developed that addressed the requirementsin§pieetion
process and the hasgenvironment.This effort was completed in December 1991 [

2.1.1 Mechantal System

The mechanical device was envisioned as a cruciform robot that would adhere to the aircraft
fuselag usingsuction cups. The robot was desngd to operate upon the central areas of the
fuselbge andwasnot desgnedto inspectthe hgh-curvatire areas such aset nose oftie arcraft

The cruciform gometry and rang of precise motion wawell matchedto deployng eddy

current sensor to lines of rivetsAn umbilical comprisingair, electricalpower, and electronic
controllineswould connect the robot to the control are&ir passingthroudh aspiratingejectors

would createa vacuumfor the suctioncups. The robot was desigd to deploy suite of sensors,

and phsgically mark the locations where abnormalities were encountered.

2.1.2 Sensors

The robot would deplogddycurrent sensors on the skntestfor surfaceandsubsurfaceracks
and/or corrosion, which mayave begn to form. Contactsensorsvould senseany obstacles
directly in the pathof therobot. Proxmity sensors would also be used to sense for obstacles in
the robot’s path. In addition, small on-board cameras focusomgthe fuselag surface would



providetheinspectomwith images of the skin. At least two cameras would be used, one focusing
at short distances to allow inspectors to view the fasteners and a second fatusimg
distances to allow inspectors to look at &aegeas of the fuselag

2.1.3 Control Sytem

Based on the map of a specific aircraft containedhi@ databaseand the inspectionto be
performed, the control software wouldngrate a path fathe robotto follow. The pathwould
avoid all known obstacles on the surface of the aircfadhsorswould searchor the skin seams

on the aircraft to establish the location of therobot; theseams and sem intersections provide
benchmarkdo identify the robot’s position on the fusetagurface. Between such benchmarks,
deadreckoningwould guidetherobot. The software would also control the two basic motions of
the robot: scanningand walking Duringa scan the robot is stationamile it deploy theeddy
current sensor over a fastener line and takes readsghe sensor moves alotige line. The
robot walks as it ptsically moves from one location on the aircraft to another.

2.1.4 Data Managment Sgtem

Information on the fyes and locations of flaws would &redin a database.The database
would contin a map of the surface of eaclyge of arcraft Each spedic arcraft would havea
recordof flaws that would describethe locations of repairs and flaws; a map and the record of
flaws would gve all of the information for a specific aircraft.ocations yelding sensor sigal
abnormalities that have not reached their respective thredleoldsacksor corrosionwould be
noted as wel. This dda would beshaed with theentire mantenance facility as wdl as with all

of the carrier’'s mantenance facilities ndagionwide Inspetors ould usethis informdion to track
the evolution of the @wth of a crack or corrosionStatistical analses would be performeon
the data to note trends for a specific aircraft, a class of aircraft, or for an opéditagir'sThe
database would also be usedtbg control sgtem for path planningpr the robot; basedn the
inspection beingerformed and the map of the aircraft, #ystemwould generatethe paththat
the robot must follow. Signal processingsoftware would be provided to anzdythe data
acquired bythe on-board sensordmage processingoftwarewould be developedto process
images from the video camerasAny data concernindjlaws would be stored in the appropriate
format as part of the database and would be efficietignized by aircraft model, series,
modification, or individual aircratft.

2.1.5 Human-Machne hterface

This would comprise the followinglements: video monitors, teleoperation controbsnd a
workstaion with gaphics capabilities. The video monitorswould provide opeaators with the
visual imags from the on-board camera3he teleoperation controls would allow the ugers
manually control the motion of the robot from the operator's condotethose caseswhen
manualcontrol is necessary The workstation would be capable of providiegmplete process
information to the users.Before an inspection would be performed, the monitorsystem
would generatethe robot’s path,andthe userswould be gven the opportunityo edit the path as
appropriate. Automatically generated path plans would be presented @phics (perhaps
overlaid on video); alternative plans could be presented for selectitwe bgerator. During the



inspection, the workstation would provideaaghical imags of the robot’'s position and
orientationto the users. The operators would also use the workstation rtapbically view the
locatons of suspeetl defect on he arcraft All relevantinspecton data would be accessedia
the workstation.In addition, all control functions for the robot would be hynthe usersfrom
the workstationenvironment. The operator would indicate tidevel tasks for the inspection
system which would be controlled at a lower levelihy computer.

2.2 FIRST-PHASE DEVELOPMENT, EARLY PROTOTYPE SYSTEM.

Work building a prototype of the cruciform robot desigand developingoftware to support its
motionbegn May 1992. This was completed iraduary1993[2]. The gneral objective of this
phase was to develop a lab propmycapable of botladheringto an aircraft panel and
performinga multifrequencyeddycurrent inspection of a line of fasteners.

2.2.1 Mechantal System

Thefirst prototype of the robotic stem was developed and testédweighed approdnately 30
pounds(14 kg) andwasableto adhere to the skin of an aircraft at amientation (top, side, and
bottom of the fuselag) and perform a scan. The operator could maneuver the robot into
aignment with thesite on theskin to beinspetted and thesensor pldaform was then translaed
alongone axs to perform the scan.

The robot was connected to the operator station via an umbilical cable conslistinfjiple air,
electrical, control, and sensor line€Compressed air isequiredfor the on-boardpneumatic
cylinders and for the creation of a vacuum pgssingthe air through on-boardaspirating
ejectors. The system’ssource of air was an air tank; althbuigter versions of the siem made
use of ai conpressors as anraource.

2.2.2 Sensors

A reflectance eddgurrent sensor (also known agigch-catchsliding probe)was usedin the
prototype system. The specificprobewasa Nortec SPO-1958lt is driven usingan SE Sgtems,
Inc. SmartEDDY ™ 3100 eddycurrent instrument. The eddycurrent data acquisition and
analsis software used in this phase of firejectwasthe SmartEDDY ™3.0 packag provided
by the instrument manufacturefhe sensomwasrun simultaneoushat two frequenciesearching
for both surfaceand subsurfacedefecs; the ekctonics effecively made his two independent
sensors.

A methodto ensurethat the eddycurrent sensors of the automated inspecticstesy were
propely calibrated was designed. To kegp the automded inspe&tion system consistaét with
airline procedures, the calibration standards and inspection frequencies msgaiainspection
procedures were also used with the robotic inspeaystem. During calibration, the robot
deployed the eddyurrent sensor and scanned the two rowfastenerson the standard. The
parameter®f the eddycurrent software were adjusted to obtain the standard calibration curves.
In this way the robotic sstem was calibrated simultaneouatyboth a hiy and a low frequency



Experimentsnvereconductedwvith a miniature video camera to help determine the specifications
necessaryto include vision as a sensingeans in future phases of the projecA video
specification was developed outlinitite recommended hardware and its placement on the robot.
Prototype dgorithms wee investigated to enable machine identification of lap joints andrivetsin

video imags, and to agregate these rivets into rivet lines useful for natiigg andpositioning

the robot on the surface.

2.2.3 Control Sytem

As shown in figire 1, one gund-based personal computer (PC) controllexiscanningand
walking motions of the robot while a secogtbund-basedC controlledthe dataacquisition
functions forthe eddycurrentdata. Therewasno communicatiorbetweerthesecomputersgata
acquisition was initisted manudly by the opeator.

Ground | On-board

Based ° Robot
PC #1 - ”|Controllers |
Robot I
Control ;@I

I Reflectance Probe

PC #2 - : :
Eddy-Current| 7 ‘I o —’|Tl’ansmlt Coil |
Processing fe---—--—--—-- }-- —|Receive Coil |

FIGURE 1. FIRST-PHASE SYSTEM ARCHIECTURE

The robot control and operator interface software was monolithic, vgitige softwaremodule
for both the operator interface and robot contrdlhe eddycurrent data acquisition was
controlled bythe stand-alone edayurrent sgtem software discussed in section 2.2.2.

Software development was initiated for thedance and control of the robothe softwarewas
used to control the robot as it positioned and movesddycurrentsensoalong alengh of skin
seam

2.2.4 Human-Machine Interface

The operator interfaces for the roboticstgyn were displag on two separatecolor video
monitorsfor control and inspectionA simple menu-driven interface was provided on the first
monitor for use bythe operator to control the roboThe output from the&eommercialeddy
current sgtem was shown on the second monitor.



2.2.5 LaboratoryTesting

A simulaed aircraft pand manufectured by Foste-Miller, Inc., was providel to the CMU
Automated hspection of Aircraft Project bthe FAA Aging Aircraft Nondestructivdnspection
Validation Center (AANC). The panel’s curvature and fastenerolatyare similarto that of a
Boeing737. During the initial phase of development, the simulated aircraft panel was mounted
horizontdly in thelab; dl testing on thepand during this phae was peformed with the pand
mountedn this position. Because the panel was a curved surface, the robot was also tested on a
modest slope durinthis phase.The lab setup is shown in fige 2.

FIGURE 2. FIRST-PHASE ROBOT AND LAB SETUP

The robot was able to adhere to the sKithe horizontallymountedaircraft panel. In addition,

to confirm that the robot could hold to vertical surfatlkeyobotwassuccessfullyaffixed to the
laboratorywall.

Thewalking motionof therobotwas also successfultgsted at orientations near homtal or at
modestslopesusingthe control software By the end of the first development phase, the robot
was able to scan a lethgof skin seam, take a step, and scan a seconthlefgkin seam.etc.
This ability to scan and step was astgm capabilitythat went begnd the objectives for this
phase of the projectThe walkingmotion was not tested while the robot was affixo a wall.



This test was dderred until thenext phase of work when atether was added to prevent damage to
the robot should it lose adherence to the skin.

Simultaneous hig and low frequencgcans were completed both awalibrationstandardand
on the simulaed aircraft pand. Sans wee compleed by translaing the sensor plaform dong
one axs; the results of the edayurrent scans were dispky on a PC screenFlaws were
identified byexaminingthe traces produced on the screen.

2.3 SECOND-FHASE DEVELOPMENT, REFNED SYSTEM.

Work improving the first-phase protope inspection stem begn January 1993. This was
completed indne 1995 3]. At the conclusion ofhe secondohasethe capabilitiesof the system
hadincreased substantiallyThe robot possessed a dag of autonomous motion; it had some
ability to manag data; and it was able to m@igally mark the surface when abnormalities were
encountered.A six-week field test and demonstration of tledot on the noseof a DC-9 took
place at the FAA AANC

2.3.1 Mechantal System

The mechanics were ugagled to allow the robot to walk in all orientationsadnselag surface.
A tetherto secure the robot in the event of a fall and a device tsigdilly mark the locations of
defecs (ushg washale stamps and rarkers) werencorporagd nto the syptem

2.3.2 Sensors

The commercia eddycurrentsoftwvarewas repaced wih cusbm software whtch was ntegrated
with the control input and status displagftware. Acquisition of eddycurrent data was
synchronizd with the robot's movements hfie robot’s control processinspection datavas
displayed to theopeator or achived for laer andysis.

Video camerasvere addedto the robot to enable the operator to nategt over the surface of
the fusdage and dign it with therivets to beinspested. Automaic agorithmsto perform the
alignment task were developed and tested under laboredmgitions; howeverthey were not
integrated with the system at this time The cameras dso providel doseup images of therivets
beinginspected and visual feedback of the robot’s state to the operator.

Limit and vacuum switches were added to the robgirtwide information aboutthe robot’s
status to the operator and the contretem.

2.3.3 Control Sytem

The electonic and conputer system archiecure was upgaded © provide a nore flexible,
modular architecture shown in fige 3. Multiple computers were empleg to dividethe
processingload with communications between the individual computesiag bothpoint-to-
point and network connection®& computer was installed on board the rotmotontrolthe low-
level sequencingf mechanical operations and to monitor the status of the robot in real-time.
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FIGURE 3. SECOND-PHASE SYSTEM ARCHITECTURE

The first-phasesystem’s software was monolithic rather than modular, section 2.2.Bhe
software was redesigd to be modular durintpe secondphasejncorporatingmanycooperating
processesBYy dividing the sygtem into multiple processes and modules, it was possible to handle
conaurrent control activities and split thecomputdiond load over several computes. Multiple
coordinated robot control and operator interface processes were cr€atedlination of these
software processes reges hemto exchang information while executng. The interprocess
communi@tions entity shown in figire 3 is in @ntrol of dl communiations béween any of the
procesgig tasksor betveenthe graphical userinterfaces andhe processig tasks. It routes ext

or binay messajes béween thesoftwae entities executing on thevarious @mputes forming the
system.

By the end of the second phasengigant improvementfiadbeenmadeto the teleoperatiorof
the robot. Software controlled walkingnabled the robdb perform multiple stepsin any one
direction, allowingthe robot to move several fegithout operatorintervention. A methodto
allow the operator to remoteglign the robot with the rivet line usingdeoimagesdisplayed to
the operatorwasimplemented. The acquisition and displayf eddycurrent data was inteated
with the probe deployient and scanningpotion of the sensor bridg



2.3.4 Human-Machne hterface

Graphicaluser interfaceswere developedduring the second phase to simplifiie use of the
system and the displayf inspection dataThese used a combinatioh pull-down menus push
buttons, tekfields, andcommandinesto controlthe system. Feedbaclgeneratedoy using these
controls were rapidlyprovided throuf visual indication of the robot'status graphsrepresenting
eddycurrent data, and wire-frame models of the robot and the aircraftinsperted.

The X-Windows interface was chosen for implementation of the robotseggm due to its
portability to multiple types of computers and operatsygtems. Theinterfacewasimplemented
using a client/sever modé and is uslle ove a ngwork. This alows multiple computes to
transparentlghare inspection subtasks and resulise use of X-Wihdows also allows multiple
interfaces to be simultaneoudlysplayed in separate windows on a d@gomputer monitor.
This would enable a sitgy operator to controland monitor several inspection robots
simultaneously.

The U.S. Rireau of Mines developed a three-dimensional animation and rendétimgrobot

and aircraft surfacein collaboraton with the QMU team This tool enabéd the off-ine
visualization of the robot's motion and its interaction with a simulated aircraftsimplified
verson of thethree-dmensionalmodelwas addedathe operatr interface dumg the hird phase

of the project. Eventually a complete model coordinated with the robot’s status and position on
theaircraft in rea-time could providean important tool to theopeator for useof theinspetion
system.

2.3.5 Laboratoryand Feld Testing

A fixture to support a simulated aircraft panel was aesigand fabricated for testitige robotin
the laboratory This fixture allowed the panel to be rotated 3@&Md bcked nto anydesred
position. It could simulatethe top, bottom,and sides of an aircraftA trolley, for tetheringthe
robot, ran above the pandfigure 4 shows the panel mounted in theuie (the robot is visible
sitting on a cabinet in the foregund).

The second-phase robot was demonstratetheair TransportAssociation’sNondestructive
Testing Forum on November 2, 1994, at th&\A Aging Aircraft NDI Validation Center
(AANC). Priorto this demonstration, gnsive tests were conducted in the laboraamy at the
AANC hangr. A picture of the robot walkingn the DC-9 nose section is shown irufig 5.
The safetytetherhada passivemobile follower that ran along strap suspended above the nose
section. The umbilical cable is supported to thehtigf the robot and had sufficient slack to
acconmodat a noderae range of notion.



FIGURE 4. LABORATORY TEST PANELFIXTURE WITH TETHER

FIGURE 5. SECOND-PFHASE ROBOT ON DC-9 NOB SECTION

2.4 THIRD-PHASE DEVELOPMENT, NAVIGATIONAL AND OPERATIONAL
ENHANCEMENTS

The final phase of the project bagJune 1995 and was completed isbRuary 1997. The
emphasiof this phaseof work was to improve the operational aspects of the robot to enhance
reliability, autonomyand ease of operation.
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2.4.1 Mechantal System

No major modifications were made to the basic mobdiyl manipulatiorcomponentf the
mechanicabkystem. Mechanicaimprovements focused on the sensor and adhesion components.
Opaquehoodswere installed over the two naeign video cameras to improve the quabfythe
images for automatic rivet detection.The suction cupvacuum system was reworked to
significantly reduce the robot’'s compressed air requirements.

2.4.2 Control Sytem

The linear motor control was improved to reduce strain on the volot# walking which had
been observed durinfe field demonstrationAdditional controllinks were madebetweenthe
operatorworkstationPC andthe video-processinBC to enable the video processalgorithms
to be invoked bythe control process and to present live video data to the operatorhthihaug
computer interface.

2.4.3 Sensors

The prototype aorithms for machne dentficaion of rivets and he agrecation of hese wets
into lines of rivets from video ima&g were applied to the robot’s machine visiostegn. The
software was ported to the video-procesdittgy and the atyyithms were modified basagoon
their performance on data from the robot on tbstér-Miller panel and a USAir DC-9.

2.4.4 Human-Machnelnterface

Componentsof the free standingrobot animation and renderirgpftware (section 2.3.4) were
rewritten to enable thar useon theopeator workstdion PC. A three-dimensiona rendeaing of
the robot can be displey on the workstation monitorCoupling this displaycapabilityto the
robot control process and the aircraft map in futustesys would enable ttogeratorto monitor
theinspetion proess from theviewpoint of avirtua camerain real-time.

2.4.5 Laboratoryand Feld Testing

The robot was taken to a USAir maintenance harag the PittsbuiginternationalAirport to
acquire realistic surface imegyusingthe new camera hoods for testmiggheautomaticaivet line
detectingalgorithms. Sincethe goal was to acquire test imag under hangr conditions, not

test the robot’s mobilitythe robot was manuallyositioned and held on the upper fuselafja

DC-9. This simplified the test setup and minimized the amount of equipment that needed to be
fielded.

3. MECHANICAL SYSTEM DETAILS.

During the conceptal desgn phase, Hree potnial approaches were codsred for he
automation of aircraft skin inspectioran overhead robot, aaund-based robot, andsarface-
walking robot. The overhead-antry approach would have consisted of a permanent structure
through which arcraft would be bwed for hspedtons; this is also caled the “car wash”
approach.This proved to be incompatible with airline maintenance proceduresateasible
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from an economic point of viewThe gound-based-robot approach would have hadobile
plattorm that would carryan armand probe mnipulator to areas of acraft that neededto be
inspected. This type of robot would be difficult to incorporateto the crowdedand cluttered
han@r environmentsof commercialairlines. The third approach, the surface-walkingpot,
consistedf small mobile robots that would crawl over the fuselagrface. This is compatible
with airline maintenancerocedures and could easlg incorporated into the crowded hang
environments. The desiq of the surface-walkingobot chosen bynembers of the Carnieg
Mellon team was best suited for the application for which it was to be used.

A fuselge is generaly a cyindrical surface wih orthogonal rows of rvets. Therivets tend to
run in two directions:circumferentiallyaround the fuselagwhich is calledheverticaldirection
in this doament, and gproximately paalel to the horizontd axis of thearcraft from noseto
tail, which is called the horontal direction. An aircraft typically has more curvature ambn-
orthogonal rivet patterns at the nose and tail than at the fusétag section;howeververy few
inspectionsare requiredto be performedat the nose and tailOne of the main @pls of the
Carnege Mellon progam was to develop useful inspection tools that have the potentia
commercialied quickly Thus, the decision was made to dastgtool that would perform most
of the conventionalinspectionson the fuselag. Developinga prototype to inspect areas
requiringfew inspections was not considered in this paog Inspection personnéom USAiIr
and other airlines clearipndicated that the robot muse ableto performlarge-areainspections
on the main fuselagsections of commercial aircraftin addition,there are more inspections
performed along the horizontal lines of fagners han abng the verical lines of fastners, and
there are repair patches and other obstructions scattered overvanyaircraft. From this
information, a decision regding the minimum requirements for the robot was reacheaiould
be required to movergcefully in the horiontal direction, to move adequatety the vertical
direction, and to possess some steegagability A cruciform robot with some dege of
compliance beween theaxes would saisfy these waking requirements.

The weidnt of the robot had to be kept to a minimummspectors wouldbe requiredto lift the

robot when theaffix it to the aircraft surface before initiatig inspection proceduendwhen
theyremoveit from the surfaceafteran inspection has been completé&ithe robot must be g

enoudn for inspectors to lift. The ultimate gal wasto producea robotthatweighedbetweenl5

and 20 pounds(7 and 9 kg) and could both walk on the aircraft surface and dephysors.
However, the weilgt goal of the prototye robot was relaxl to approxnately 30 pounds(14 kg)

to use commercially avalable pneunatic and nechancal devices b speedhe devebpment of

the prototye.

Adding additional mechanical elements (¢ & robotic arm}o deployNDI sensorsvould have
added sigificantly to the weifpt of the device.Weight wassavedby usingby the samesystem
components to walk and to deplsgnsors.

3.1 MECHANICAL DESGN OF FRST-PHASE ROBOT.

To affix the robot to the fuselag active suction cups were usedmall on-board vacuum
generators,one for eachsuctioncup, provided the vacuum necesstryhold the robot to the
fuselag surface. Thus,the cruciform robot was able to adhere to surfaces in all orientations,
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deploysensorsandto walk across a curved surfacd&he major mechanical components of the

robot desig is shown in figre 6; pneumatic and electrical connections areshotvnin this
figure.

Stabilizer

Assembly

[
=
g
’
FIGURE 6. DRAWING OF THE CRUCFORM ROBOT

The robotis comprisedof a spine assemblgnd two bridgs. The spine assembig the main
member upon which the briggymove. The sensor bridgpossesses dual functionalitlyis used

to deploythe eddycurrent sensor duringcanningand is also used faupportduring walking.

The stabilizerbridge is usedonly for support duringwalking, althoudn it may be eyanded to
haveaninspectionrole. Eachof these structures and the basic robot motions will be discussed in
more detail below. The relevantdimensions of the robot are shown inufigs 7, 8, and 9
indicates the reference directions which will be used when desctit@ragtem components.
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FIGURE 7. ROBOT DMENSIONS (OVERHEAD VIEW)

10 in
(25 cm)
L 4 L 1 |
i
; 24 in. :
:< (61 cm) -

FIGURE 8. ROBOT DMENSIONS (SIDE VIEW)

The robot desig is synmetrical, permittingnanypossibleconfigurations. The sensotbridge is
the bridge closest to the tail end of the spine assemflige sensor platform is mounted the
sensor bridg so that it is positioned on the left side of the rob®he stabilizerbridge is the
bridge closestto the head end ohe spne asselbly.
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FIGURE 9. REFERENCE DRECTIONS

3.1.1 Stabilizer Bridge.

The stabilizer bridg shown in figire 10, is comprised of the followiregements:

. LinearMotor—Thepositioningaccuracyof the linear motor is@003 inch (£.076mm),
and the static force holdingto the platen (spine) is 180 pounds (801 N)ridesalong
the platen on an air cushion provideddyair bearing

. LeadScrewAssembly—This assemblyprovides6 inches (15 cm) of travel and is driven
by a steppingnotor.

. Lifters—These are double-actipgeumatic cynders.

. VacuumPumps—Ernoulli-type vacuum pumps (one for each suction cug)egate the

vacuum required to adhere to a surfac&€hey require 1.12cubic feet per minute
(0.53l/sec.) of air at a pressure of 73 pounds per square inch (0.5 MPa) to produce a
vacuum of 28.1 inches of mercuf®l4 mm H{.
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. SuctionCups—Thesare 3 inches(8 cm) in diameter and are made of silicone rubber.
At a vacuum of 28 inches of mercyi#11 mm Hg, the lifting power for each suctiotup
on a smooth and clean surface is 44.0 pounds )9 the direction normalto the
surface and 24.2 pounds (108 N) in shear.

. Pivot Lock—This is afloating pneumaic-type pivoting mechanism tha alows =20
degees of motion about its reference (locked) positidh.consistsof an air bearing
support and a simgractingcylinder with a springeturn.

©

@/ Lifters

Lead Screw g <> S
Assembly lk.‘ 5=

Vi

O\ (e

Cup

FIGURE 10. DRAWING OFTHE STABILIZER BRIDGE

The stabilizer bridge can pivot with respect to thelinear motor, @n translae dong the spine
assembly and can translatealongits own axis. These motions are shown indig 11. The
stabilizer bridge can travel a maximum distance of 15 indes (38 en) dong the spineasseanbly,
andthe strokeof the bridg's lead screw assembiy 6 inches (15 cm)The pivot locks e 20
degees of motion as shown in figre 12. The locking mechanism consists of a sieg
actingspringreturn cyinder floatingin an air bearing In the position shown in fige 12,the
cylinderis in its exended position, allowinthe lead screw assemtbty pivot with respect to the
linear motor. When the clinder is retracted, as shown indirg 13, the clamps lock the pivot
into position securing the lead saew assenbly papendicular to thespine This is theposition
usedfor the scanningand walking motions; the pivots are unlocked onlyhen usingthe
alignment motion.The details of these motions are described in section 4.
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FIGURE 12. PIVOT LOCK SCHEMATIC (UNLOCKE

17

D)



Spine Linear
Air
Bearing
Linear Cylinder
Motor

Motion Cylinder
- —

V) ~

»
Thrust \

Bearing Bridge

FIGURE 13. PIVOT LOCK SCHEMATIC (LOCKED)

3.1.2 Sensor Bidge.

The sensorbridge, shown in figire 14, is mechanicallgentical to the stabilizer briggexcept
tha is aontans thefollowing additiond items:

. Sensor Deplayent Platform—A suite of sensors can be mouotetthis platform. It can
be indexed to deploya specific sensor and locked into positidduring this phasepne
reflectance eddgurrent sensor is mounted on the platform.

. Eddy-Current Sensor—A reflectancepy Nortec SPO-1958 eddyrrent sensons
mounted on the sensor platform.

. Constant Brce Deploynent AssemblyA precision pneumaticylinder is usedto deploy
the eddycurrentsensor onhte fusedge surface anda reract it from the surface. This
assemblyapplies a constant force durisgnsor deplapent which can be set frod+3
pounds (4-13 N).

Because the sensor bredg mechanicallydentical to the stabiler bridge, its motions arghe
sane. It cantranshte along the spne assetnly a nmeximum distance of 15nches (38 cm
transhte abngits own axs a maximum distance of 6 mches (15 cmp and pvot with respecto
thelinear motor 220 deyrees.
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FIGURE 14. DRAWING OFTHE SENSOR RIDGE

3.1.3 SpineAssanbly.

The spine assemblghown in figire 15, consists of the followingems:

. SpineThik is the platen upon which the linear motor travels.
. Tal Beam [ Thik is a machined 6061-T6 aluminum T-section.
. Control Vdves [ Thdse arehree-way?24 vol direct current solenoids. The ar flow

through the valveis 0.5 cubic feetperminute (0.2 I/sec) at a pressure of 100 pounds per
square inch (0.7 MPa).

The spineassemblycanbethoudt of as the backbone of the robdthe bridges are mounted on
the spine assembgnd translate with respect to it duringthscanningandwalking. In addition,
the control valves are mounted at the head and tail ends of the assembly

Notably, all of the major parts used to fabricate the robot were standard off-the-shelf
components; veryfew modifications were made to thmarts. Using standardcomponents
shortened the fabrication proess ad minimizel the fabrication costs. To complete the
assembly desigiing and fabricatingcustom bracketingvere necessaryletaileddesigs of the
custom bracketingre not provided in this report.

A photogaph of the finished first-phaserobot includingthe air and electrical supplines is
shown in figire 16.
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FIGURE 16. PHOTOGRAPH OFTHE HRST-PHASE ROBT

3.1.4 First-Phase Robot Performance.

The first-phaserobot was able to affixto flat horiontal surfaces such as tables, flat vertical
surfacessuchaswalls, andcurved surfaces such as the simulated aircraft pddellimitations
were observedwith respect to the abilitpf the robot to adhere to surfaces,ardtgss of the
orientationsof the surfaces.The aligyment, scanningand walkingmotions of the robot were
testedto ensure that thefpnctioned as specifiedThe manuallycontrolled alimment procedure
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successfullyaligned the robot to a line of fasteners, and the robot’s scammtign wasusedto
deploya reflectance eddgurrent sensor and move it aloadastener lineTherobotwasableto
walk alongthe aircraft panel, and a coordinated scan and walk motion was perfofimaslthe
desig of the robot satisfied the mobilignd manipulation requirements of the skispection
application.

The robot needed to be realey to the fastener line afteachstep;the accumulatecerror was

too large if this was not done. The robot stragd from its path appromately 0.125 inch
(3.2mm) duringeach step due to esssive fleiility of the system. The reflectanceeddy

current sensor must atigwithin #0.05 inch (4.3 mm) withthe centerof a fastener,thus, a

realigyment motion was necessanafter everystep with the first-phase robotTo reduce the
problem of error accunalation durng walking, the stffnessof the systemneededo beincreased.
The bearing arrangement holding the linear motors to thespineand thestiffness of thelifters

when fully extended were identified as areas for improvement.

3.2 SECOND-PHASE MECHANICAL IMPROVEMENTS

The basic mechanical desigf the second-phase robot was identical to thahefirst-phase
robot. Therobot's mobilitywas enhanced hynplementingthe improvements identified during
the first phaselt was capable of operation around the entire circumference of the Risélag
robot was made modular in this phase, meathag eactof the threesubassembliesontainsall
of the componentge.g, valves, manifolds, etc.) necesséoy its operations.A photogaph of
the second-phase electromechanical asseinislyown in figire 17.
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FIGURE 17. SECOND-PHASE ROBT
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3.2.1 Modular Desiaq.

Because the robot was a research prpmta more modular hardware desigasusedfor the
second phase to enable easier modifications fperaxentation. The first-phaseprototype of

the robot was not modular, and it was difficult to make chairog additiongo the mechanical
system without a major overhaul of the entire roblet.a modular robot, each tife bridges and

the spinewould be independent mechanicallyjneumaticallyand electrically Thus, one could
removethe sensorbridge from the robot, modifyit, test it, and after it was workingroperly
reattachit to therobot. Later in this section the addition of a set of rails to the spine assembly
will be described. The modular desig of the robot enabled this chantp be madewith a
minimum of disruption to the rest of the robot and with a minimum of downtime.

3.2.2 SpineAssanbly Modifications

One areawheresignificantweight was renoved was lie spne assetnly. The sphe asseinly
weighed roudply 12 pounds (5 Kgor about 40 percent of the total wieigof the first-phase
device, where the spine was a solid steel bar avréctangilar crosssection. Experimentation

with a test piece, which was machined into a U-shaped cross section, showed that up to two
thirds of the weidnt could be removed from the spine without adversaffecting the
functionality of therobot. The spine of the second-phase robot was machined into the U-shaped
cross section, both Igeningthe robot and providing channel for thelectricaland pneumatic
connections to be run between the robot’s head and tail sections.

When the first-phase robot was tested on surfapgsoachingvertical, the linear motorsthat
drive the bridgs alongthe spine stalledThe sinde suction cup at the front of tmebotdid not
provide enouly stability and the torque between the spine and the linear motors diesad
gap between the motor and spine to become unevem.reducethe torsion aboutthe front
sudion cup and its bdl and so&et joint, a head beam with two su¢ion aups, simila to thetal
beamwasaddedo thespine assemblyA pair of rails was also added to the robot to remove the
loadfrom the linearmotor air bearngs. The rals are anchorechithe head andal beans of he
robot and run parallel to the spineEach bridg was equipped with two linear pillow block
bearingassemblies which ride alotige rails. Thus, the forces causég the bridges’ weight act
only upontherails andtheir associated linear bearsmgThis relieved the torque about the linear
motors ad theair gap remans uniform, theeby solvingthe problem of linear motor stdling.

3.2.3 Leg Design.

It was desired that the robot operate in a vaoétyrientations, simulating varioysositionson
anaircraftfuselag. For the robot to be able to withstand the forces present in all orientations, its
legs were stiffened. Two enhancements over tipeeviousleg desigis were implemented: the
sudion cup fittings were redesigned to reduce the tipping moment and to reluce the effect of the
maximum sher force; and alinear bearing assenbly was added to withstand the maximum shexr

force. Figure 18 shows the second-phasedsgembly
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FIGURE 18.LEG ASSEMALY

The suction cup from the first phase was a commercelgilable, off-the-shelf item. It
consisted of a 3-inch-diameter silicone suction cupalaminumsuctioncup fitting, anda ball
and soc&et joint. There were two problens with this suton aup: the length of the tipping
moment arm from the surface ¢ the bal and sockefoint creaed a &rge tipping moment, and
accordng to the manufacurer, he bal and sockejoint was notdesgned b withstand a shear
stress. These problems had to be addressed to prevent a failure theitgsts.A new suction
cup fitting was designed and fabricated. The new fittings contaned an integral bdl and sodet
joint and wee mechined from P.E.T., dightweght, easily machinable plastic maerial. Thejoint
was designed to withstand the expected forces, and bylowering it into thesudion aup fitting, the
lengh of the tippingnoment arm was reduced, therebglucingthe tippingmoment.

The legassemblyfrom the first phase was composathe suctioncup, suctioncup fitting, the
ball and socket joint discussed in the previous pa@y and an aicylinder. Besidesthe
problems with the sucton cups,therewasalso a proldm with ataching the ar cylinder drecly
to the suction cup assembliexposingan air cyinder to shear loads over a proleagperiod of
time could break the seal around the rod, causimgeaks. To correct this problem, a linear
pillow block bearingassemblywas added to the legonfiguration. The shaft of the bearing
assenbly was dtached to thebdl of the custom b# and sodet joint previously desaibed. The
other end of the bearinghaft was connected to thelinger rod viaa linear coupler. Thus,in
this desig, all of the forces acted upon the bea@sgemblyand the cynder wasusedonly for
motion. The air cyinder was not eposed to shear loads, thus, protectimgseal around the rod.

The lkegs on he spne asselly are fked in place. A standard 14-20 sainless stel stud is
attached to the ball of the custom ball and socket joilie studs are mounted thrdugolesat
the ends offte head andiil beans, and heyare hell in place usnglocking nuts.
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3.2.4 Tether Desig.

A tether to secure the robot from above was aesigbuilt, and tested durirtge secondphase

of development.In operationthe tether could be secured to the saletgs alreadypresent for
human inspectors; these saféityes are mounted on trolleyhat run parallelto the horizontal
axis of theaircraftfrom nose to tail. The tether would be pagt out as necessawhile the robot
movesalongthe aircraft panel;if the robotloses adhesion and starts to fall, the tether must be
locked in position to keep the robot from falling standard safetgeviceknown asa retractor
was usal in the tether. The retractor works mud like an automobilés seat bdt. With low
accelerationtthe cable is pagd out as necessaryowever, with a sudden acceleration the
mechansm locks, prevenng the cabé from extending further. Cusiom brackeing wasdesgned
and fabricated to attach the tether to the head and tail beams of theTrobaethemwassecured

to a trolleythat runs alon@ rail suspended above the area where the robot is ddploy

The tether arranggment for the robot is not effective when the robot is positioned on the
undersideof the aircraft. The clearance underneath gital mid-siz jet aircraft (e.g
McDonnell Doudas DC-9 or Being737) is about 40 inches (1 m), and the apipnaxe radius
of the fuselag is 75 inches (1.9 m)lf the robot were positioneoh the belly of the aircraftas
shown in figure 19, the tether would follow the circumference of the fusdlathis point. If air

is lost whenthe robotis in this position, the tether will not prevent the robot from hittihg
groundsince the tether would be too longhis is illustrated in figre 20. One of the desis for
tetheringthe robotfor this special case under consideration is shown urdi@1; in this desigy
when the robot is inspectinte bellyof the aircraft, a second tether susperfdeah the opposite
sideof the fuselag would be attached to the robot in order to prevent the device from fdlling
the air supplyis lost. This tether configration has been used in the laboratomthe Foster-
Miller panel to protect the robot while workimgverted.
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FIGURE 19. ROBOT TETHERED TO BEDTTOM OF AIRCRAFT

24



L L L L L L

Tether

Aircraft
Fuselage

117.81in
3 m)

75 in
(2.9 m)

40 in
(2.0 m)

115in
(2.9 m)

A A A
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3.2.5 Air Consumption

The air consumptionof the first-phase protofye robot varied dependingn the number of
sudion cups ativated & a given time and whehe the eddy-current seasor wa deployed or
retracted. The maxmum rate of air consumption fahe robot was 7.2 standardcubic feet per
minute (SCHAM) of air. USAIr inspectors had indicated that the robot should consume no more
air thana standargneumatic tool, about 5-10 S®IFof air. The first-phase robot fell within this
range; however,many standard air compressors used to run pneumatic tools do not produce
7.2SCHM of air. The Carneg Mellon team decided teeducethe robot’s air consumptiorto a
maxmum of 6 SCM to run the robot from most standard air compressorst@amainimize
pressure loss in the air line between the radoud the ground. The laboratory compressor
produced 6.2 SQ% at 100 psi.

The air consumingparts of the sensor deplognt unit and the pivot lock air bearsgere
eliminated. The pivot lock air bearigywere replaced with a drigearing The airpot of the
sensor deplayent unit, which consumed 0.68CBM of air, was replaced bgn air cylinder,
which did not require a constant draw of air.

Experimentameasuringhe leak rates at various positions on aircraft showed that vacuum pumps
with one half of the air consumption of those on the first-phase robot beuldedwithout
sacrficing system performance. The perfornance of lhe reduced-fbw vacuumpunps vis-a-vis

leak raes on aicraft surfaces was negrlidentcal to the perfornance ofthe larger vacuum
pumps.

The maximum rate of air consumption of the second-phase pimotgbot is 5.6 SQW of air.
During normal operation,only four suction cups are aff® to the surface. The normal
requiremenbf air is 3.2 SCM (four suction cups and the linear motor air beajingVhen the
robot is walking, during the transition from the spine kdeing affixed to the surface to the
bridge legs beingaffixed (or vice versa), all efg cups will be affixed to the surfacefor a brief
moment. The moment whenall eight cups are afiked to the surface pis he consdnt draw of
the linear motorsiges the maxnum air consumption of 5.6 SGF

Additional modifications were made to the vacuwircuits during the third phase of
development to further decrease the air consumpfitiis was motivated bthe desire toeeduce

the siz of the compressed air line connectitig robotto the compressor. By using needle
valvesas flow restricting buffers, a sinlg vacuum pump was able to support several suction
cups. Adjustingthe needlevalvesprovidedsufficient isolation between the cups so that a loss of
sealon one cup would not spoil the vacuum to the remaiougs. Using this configuration the
eight individual vacuumpunps were regced bythree vacuunctircuits, one on lte spne and
each of the sensor briegy The restingair consumption was reduced to appnoxtely 2.0 SCFM

with a maxmum consumption of 2.6 SGF

3.2.6  Marking Systan.

A marking systemwas desigiedto physically mark the surface where abnormal sensanadg)
are encountered, allowinttpe inspector to locate and further inspect the marked atedsater
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time. The making systam contans aspringreturn g/linder and ether a china maker or a sdf
inking stamp. A three-wayvalve controls the operation of this featumadthe air pressureand
flow to the cyinder are reglated to ensure an appropriate supgdlgir.

3.3 SYSTEM PEREORMANCE.

Thetimetha it takes to omplee onesan and thetime that it takes to inspet aline of fasteners
aretwo parametershat help to define the inspection speed of the robutring this phase, the
scanning speedwas measuredbut because oftte need for ranual intervenion in the algnment
motion, the time required to automaticalgpect a line of fasteners could not be defined.

Wheninspecing manualy, inspecbrs move a reflectance eddycurrentsensor across anke of
fastenersat an averag rate of 2.4 inches per second (6 cm/sdd)is number was obtained by
having an NDI supevisor measure the average time for eddy-current inspe&tions peformed at
the USAIr facilities in Pittsburh, Pennslwania. Although this is not an absolute number, it is a
fairly good estimate of the manual-scannrate needed for a rongomparison to the automated
scanningspeeds of the robot.

The robot’s scanningate can be set usinige operator interfaceDuring initial testing therobot

was able to move the sensor at 5 inches per second (13 cm/sec) and still prgichaeality
tracesonthe PC monitor. Thisrate is consderaby higher han he nmenualrate. However, hisis

not the upper limit for the scannisgeed. The linear motors which control the ratesachnning
have a limit of 100 inches per second (2.5 m/sec), and the SmartEDDY 3100 can samgle at a
of approxmately 3,600datapointspersecond. Thus, the scanningte for the automated stgm

is potentiallyfaster than the manualdieployed sensors.

3.4 LONG-TERM MECHANICAL DESGN ISSUES

The robot was desiqied to inspect the main fuselagsections of aircraft the ®zof the
McDonnellDougasDC-9, Boeing737,andlarger aircraft. The desig can be adapted to inspect
highly curvedareassuchas the nose or tail, hard-to-reach areas such as those around windows or
doors,andsmaller aircraft. The robot desiged bythe Carneig Mellon team can be scaled either
larger or smaller; most components used to btile robot are commerciallyavailablein a
variety of sizes. Thus, for smaller aircraft or for areas langer aircraftwith greatercurvaturea
smaller version of the protgig could be producedThis versionwould weigh lessthan the
currentversion,but it would also have a much shorter nmaMm scanningdistance. It would

have to take several steps to inspect the same number of fasten#rs ¢chatentprototype can
inspect in one step.

When inspectinglarge aircraft suchas the McDonnell Doutpas DC-10 or the Being 747, it
might be advantagpus to build a larsgversion of the robot to cover evaraterdistanceswith a
sinde san. Of course thelarger versions would wiegh more sothere is a practical limit to the
maxmum size. In addition,scalingrelations favor smaller devices when suction cups are used
as the affixng means. Ultimately, the size of production versions will kdriven by the
requirements of aircraft inspectorsSeveralsizes of spine assembliesand bridges may be
commerciallyproduced, allowingnd users to buybots to fit their needs.
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In addition, special attachments could be developed to enable the ratspidothard-to-reach
areas.For example,inspectingareas around the windows of an aircraft could prove troublesome
because¢heseareareasonthe fuseége on which maneuverng might be difi cult. If sone type of
window inspectionis required,a special attachment allowingccess to the inspection area from
an area above (or below) the windows Inmiilge used.

The design canalso be easilyextended to incorporate other NBEnsors. The prototye can
deploya reflectance eddgurrentprobeandseverakmallvideocameras.In thefuture,a number
of NDI sensors could be mounted on the sensor platfo@hthe probes commonlysed by
inspectors todgypencil eddycurrent sensors and ultrasonic sensors aw gcandidategor

inclusion in the sensor suitdNew NDI sensors, sucasthe magieto-opticsensordevelopedoy

Physical Researchnc. 4], and new techngues,suchas shearogaphy[5] canbe evaluatd and
included as part of the sensor suite if appropriate.

Severd issues rdlated to themechanical design were broudt to light during thelaboraory and
field testingof therobotprototype. Any future development of the mechanicasteyn will need
to address thee items.

3.4.1 Linear Nbtors.

Several problems associated with the linear motors were found dystegn testing Thelinear
motorstended to stall followind./2 to 3/4 hours of useThe motors gnerate heat when theye
used, andhere s no efficientwayto disspat the heat Becausehe platen (spine) wasmachned
into a U-channel to save wéig there is venyittle material for heat conduction. The heat
buildup most likelycauses a thermal pansion of the platen, and over time, figtenexpands
enoudn to cause the motors to stall.

Severewearwas also notedon the linear motor platen.This mayhave two causesFirst, the
thermal expanson of he phten nmay cause wear orhé platen beforethe motors stall.  Also,
becausethe platen was machned into a U-channelit may not be perfedy flat causng the
motorsto rub againstthe surface of the platen, creatimgear. The stabilizr bridge did not move
freely even whenhe sytemwas cotl, indicaing thatthe spne may notbe unformly flat

Findly, there was a loss of motor positionatibration &ter ether of the bridges ran into ahad
stop or after the brdges ran nto each dter. If this happened,hie notors had @ be senback b
thar homepositions for propeinitialization.

Enoud problemswith the linear motors were uncovered that if future versions of this robot are
built it might bebest to explore othe options for ceating thelinear motion dongthespine

3.4.2 Lead Scew Assanblies.

The lead seew assemblies tha provide linear translaion in thedirection pependicular to the
spinewere slow, on theorde of 10 indes pa minute(4 mm/se). When the motorswere run at
higher speeds, thegtid not provide enougtorque formotion. The installation of nominally
higher torquemotors for thesame assanblies providel only marginally greater torqueat higher
speeds, and speed was not usefnltyeased.This issue needs further investigpn.
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3.4.3 Umbilical and Tether Manament

Theproblemsmanagng both a thick umbilical cable and a tether are operational issues that must
be solved before surface-crawlingrobots can effectivelybe used in a commercial aircraft
inspectionfacility. Although these issues were lmd the scope of this project, it was apparent
from thefield demonstraion tha tether and umbilica management ae critical.

The umbilical cable is the line thatternds from the control area to the robdthe umbilical

cable is comprised of three 1/4-inch (6 mm) compressed air lines, tweceddnt cables, four
video cables,four motor control cables, a power cable, and a computer communications cable.
The diameter of this bundle is about 1 1/4-inches (40 mm).

During the demonstrationthe robot walked over the crown of the nose section of a McDonnell
Doudas DC-9 (the section tha streaches from thenoseof the arcraft to just pat the second
passengr window). For this, the lenth of the umbilical cable was 50 feet (15 m); it wasy
difficult to mana@ a cable of that thickness and lémgTo inspectan entirefuselag the robot
would require a much lorg cable. If the robot wereto inspecta wide-bodyaircraft, several
hundredfeetof umbilical cable would be requiredf robotics is to be practical in a commercial
han@r environment, the umbilical must be eitheade more managable, or if possible,
eliminated atogether.

Thetetherfor the demonstratioman alonga safetyline suspended above the DC-9; however, the
tether did not move freelgnoudn to gacefully move in concert with the robotTherewere
times when the tether became entadgwith the bridgs, thus interferingwith the robot’s
motion. In the future, coordinated motion between the tether and the robobenagcessary
An active tether whose motion would benslronizd with the robot is an area of potential
research for the future.

3.4.4 Navigation.

During the field trials, it was noted that nasigpn aroundseamsvascomplicatedoy the spacing
and sie of the suction cups and the 3 1/2-inch (89 mm) sidewssp sie of the bridges. There

are severalpotentialsolutionsto this problem. First, clusters of suction cups could be added to
each &g; this would have he dsadvamage of increaang the air flow neededby the system A
second potential solution is to moditye dimensions of the bridgto makenavigating around
seans eass.

3.4.5 Waking Motion.

The walking motion of the robot created some operational probler@s inverted, anded
surfacesthe extend and retractmotion, in which the spine is raised from and lowered to the
surface wasunreliable. This was primarilydue to a combination of the waigof the robot and
the sizes of thepnaumdic lifting cylinders. Also, theextend and retract motion severely jarred

the mechancal system loosenng and breakig electical contacts and shting canera vews. A

third problemwith the walking motion was that the variation in the robot’s position between the
extendal and retracted staes made alignment difficult. Alignment was peformed in the
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extended state while scanning occursin the retacied sate. One apparensolution for hese
problensisto replace he fixed legs on he spne assetnly with legs thatcan exend and retact
During walking, the spine would stagt a uniform heilgt while the individual legs would be
raised and lowered.

3.4.6 Surface Damge.

During field testing it was notel tha the sudion aups ldt sauff marks onthe auminumskin; the

scuff marks were much worse on the Foster-Miller panel than on the DC-9 @usaléace.

This problemmay be connectedwith the dirt on the panel and fusekagurfaces. Even thouy

the surfaces had been cleaned, a film of fine dirt particles remained on both suAadbe

robot walked alonggither surface, the dirt particles collected on the suction cApghe cups
attachedo andreleasedrom a surface, theytended to slide a little, especiallyhen the spine
asserly was bwered ¢ the surface.The drt trapped ontte botom surfaceof the sucton cups

scored the surface shitly as the cup slidA potentialsolution,suggestedby a representativef

an aluminum producer, is the replacement of the soft silicone suction cup with a harder rubber
that would be less likelio trap dirt.

In a related problem, the eddyrrent probe did not initiallyide flat on theskin surface,
compromisings@n dda. To compensde for this, thepressureusal to deloy the sensor was
increased.As with the sudton cups, dt accunulated on he probe’s surface, and whannas
depbyed, he probe ao scoredhe skn surface.

The surface abrasion caused the robot did not result in deep scratches to the surfaces and
could eadly be buffed away However, his may not be accemble to aircraft maintenance
personnel and must be further inveastey. The tendencyo score an aluminuraurfaceis a
characteristiof all surface-walkingobots. Dirty surfaces will be ragarly encountered during
routine inspectons in a realenvronment so his problem must be addressed before surface-
walking robots can be routinelyeployed in the field.

4. ROBOT MOTIONS

The cruciform robot was designed to move acefully in the horiontal direction, to move
adequatelyn the vertical direction, and to possess someedegf steeringapability Sincethe
majority of skin inspectiondie alongfastener lines oriented in the hanal direction, the first
phase of testingvas performed with the robot movingthatdirection. Below is a descriptionof
the motions necessafyr the robot to inspect hoontal rows of fasteners.

The robot hasthree basic motions: walking, alignment, and scanningThe act of the robot
moving to anoterlocatononthe arcraft surface $ caled waking. The algnmentmotion refers

to the conditionwherethe spine of the robot is afigd parallel to a line of fasteners; this is done
so that the sensor mée deplogd and information malge gthered. The robot performsthe
scanningmotion when it deplay the eddycurrent sensor and moves it alothg fastenefine.
After the robot completes a scan, it is retmynoveto anotherdocationon the aircraftto gather
moredaa. Each of these motions will now bedesaibed in geater ddail.
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4.1 WALKING MOTION.

Theinitial positionof the robotduring walking is shown in figire 22, where both of the brielg
aretowardoneendof the spine. This is the robot’s position after it has performed a sdathe
bridges are not in this position (e,cafter aligiment),the robot will move the bridges into the
configuration shown in figre 22 when the inspector instructs the robot to take a step.
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FIGURE 22. INITIAL CONHGURATION FOR WALKING

Next, the lifters exend until the bridgs’ suction cups touch treurface. The suctioncupson the

bridges are adtvated, and dleight sucton cups are affied to the surface.The sudion cups on
the spineasseanbly are then deactivated, allowing the lifters to extend compldely (see figure 23,

lift exaggerated). The sphe assefnly is now lifted off of the fusedge surface.
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FIGURE 23. WALKING MOTION: SPNE ASSEMB.Y RAISED
Both linear motorsrun simultaneously (and at an identical rate), movingthe spineassenbly with

respecto the brdges (which are affxed to the surface).When te spne asseily has noved a
preset distance, the robot will be in the comfagion shown in figre 24.
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FIGURE 24. WALKING MOTION: SPNE ASSEMB.Y MOTION

Next, the lifters retract until the suction cups of the spine assetobih the surface.Those
sucton cups are astated, and dleight sucton cups are affied to the surface. The sucton cups
on the bridges ae then desctivated, dlowing the lifters to rdract compleely as shown in
figure 25.
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FIGURE 25. WALKING MOTION: SPNE ASSEMB.Y LOWERED

Finally, the stabilizerbridge is movedto the far end of the spine as shown irufig 26. If the
robot needs to be ahgd, the aligment process is initiatedOnce alighed, it is readyto scana

line of fastners.
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FIGURE 26. WALKING MOTION: STABILIZER BRIDGE MOVED INTO POSTION

Although the processof walking has been described for a horital step, a vertical step mbhg
peformed by substitutingthe bridge motions using thdéinear motorswith andogous motions
usingthe stepper motorsThe vertical step is used when movihg robot frononerow of rivets
to another around the circumference of the fuselag

4.2 ALIGNMENT MOTION.

Theaignment motionis usal in two basic circumstances: when theopeator initially affix es the
robot to the aircraft surface and, if necessafter the robot takes a stefs shown in figire 27,
two interim aligyment posts were attached to each end ofitsiephaserobot’s spine. During
the secondphasethesepostswere replaced with a pair of video camer&ghen its spine is not
paallel to thefastener row and thetips of thedignment posts ee not in linewith therivet row,
the robot needs to be atigd; this is the situation shown indig 27.
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FIGURE 27. UNALIGNED ROBOT (OVERHEAD VIEW)

After the operator initiallyaffixes the robot to the aircraft surfaceadter a stephasbeentaken,
the three suction cupson the spine assemblyre activated and hold the robot to the aircraft
surface. A profile of the robot in this position is shown indig 28.
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FIGURE 28. UNALIGNED ROBOT (SIDE VIEW)

The sensorand stabilizerbridges are at opposite ends of the spirfgne suction cups on both
bridges are deacttated, and lte Ifters are ratacied. The sensorsialso ifted from the surface
(the sensor is not shown in dige 28).

To start the alignment procedure, he ifters are etended, he sudon cups onhe brdges are
actvated, and the sucton cupson the spine assefnly are deacvated; these acbns nust be
performed in this orderA profile of the robot in this position is shown figure 29 (the lift is
exaggerated for clarity.

L 1

FIGURE 29. STEP 1 OFTHE ALIGNMENT PROCESS

Next, the pivot locks on both brigg are unlocked.Following this, the stepping motor®n the
lead-saew assemblies drivethe bridges to aljust theposition of thespineassenbly. When the
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spineis paallel to therivet row and thetips of thedignment posts ee in line with thefasteners
as shown in figre 30, the robot’s spine is propedlygned to perform a scan.
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FIGURE 30. STEP 2 OFTHE ALIGNMENT PROCESS

The Ifters on bolh bridges are retacied, he sudibn cups onhie spne asselly are advated,and
the sudion cups onhe briges aredeactvated; asbefore,theseacionsmustbe performedin this
orde. Findly, the pivot lodks on both bridgs ae engaged, lodking the bridges into position
perpendiculato thespine. Thealignment has been completed and the robot is oriented as shown
in figure 31. The sensor is moved to its startipgsition, andhe robotis readyto scana line of

faseners.
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FIGURE 31. ALIGNED ROBOT (OVERHEAD VIEW)

It is assumedhat the position of the robot relative to the line of rivets does not eltamongthe
retractionprocess.In practice, small deviations from this assumption on non-twaiat portions
of the fuselag made aligment difficult and should be addressed in future dessig

The aligyjment motion can also be used to provide aretegf steeringor the robot. For
example, if obstacles are encountered, the direction of motion can be eharfggure 32
illustrates how the aligment motion is used to steer the robot.
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4.3 SCANNING MOTION.
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FIGURE 32. ROBOT STEERNG

New
Direction

E@——'

e—-
Original
Path

After the inspector instructs the robot to perform a scan, the robot defhleyeddycurrent
sensor onlhte surface ofhe arcraft the sensors depbyed wth a light consént pressure
simulating that provided duringmanual scanning The eddycurrent sgtem thenbegns
acquiringdata. The robot moves its sensor brélg preset distance in the direction indicated in
figure 33 until it reaches the position shown inudrg 34. Acquisition of eddycurrent data is

then hdted.
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FIGURE 33. DIRECTION OF SCANNNG MOTION
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FIGURE 34. ROBOT’'S CONFIGURATION AFTER SCANNNG MOTION
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5. CONTROLSYSTEM DETALS.

5.1 ON-BOARD ROBOT EIECTRONIC SYSTEMS.

A block diagam of the electronic syems carried on board the robot is shown inrgég35. A
major improvement to the second-phase robot was the additiodexfieatedcomputercarried
on the robot. This processor maneg all of the low-level robot control, feedback,and
sequencing A commerciallyavailable sinkg-board industrial computer is used for the on-board
compute. This proessor ard provides integrated input/output epabilities ove a -40 to 85C
opeaating range. Mechanical limit switches and vacuum switdhes provideTTL level signds to
the CPU card for monitoringhe robot’s status.A reed relayexpansioncard providesthe 12
VDC outputs used to drive the solenoid valves for operation optieeimaticsystems. The
circuit boardsfor the on-boardcomputer are housed in a card €agounted on the head end of
the robot, as shown in fige 36. Commands are received, and status informat@entvia an
RS-232 serial communication link with theognd-based operator workstatiorifThe eddy
currentand vdeo sgnals, as wdl as he notor drive sgnals, are mnanaged direcly from the
ground. A DC/DC power converter is used t@engrate the 5 VD(power requiredfor the
computer cards from the robot’s normal 12 VDC supply

Video Camera:
Proprioception

Stabiliz er Bridge
Outputs:

Vacuum Pumps On/Off
Legs Extend/Retract
Legs High/Low Pressure
Pivot Lock On/Off

Inputs:

Card Cage

[Dc/DC Power Cutr. |

|16 Line Relay Card |

|Com puter |

Video Camera:
Alignment Front

L & R Vacuum Detect
L & R Legs Extended
L & R Legs Retracted
Bridge Home Position

Sensor Bridge

Outputs:
Vacuum Pumps On/Off

Legs Extend/Retract
Legs High/Low Pressure
Pivot Lock On/Off

Probe Extend/Retract
Marker Extend/Retract

Inputs:
L & R Vacuum Detect

L & R Legs Extended
L & R Legs Retracted
Bridge Home Position
Probe Retracted
Marker Retracted

Eddy-Current Probe:

Transmit
Receive

Video Camera:
Close-up Rivet Inspection

Stepper Motor

Stepper Motor

Linear Motor

Linear Motor

Video Camera:
Alignment Rear

Spine
Outputs:

Vacuum Pumps On/Off

Inputs:

L, R, & Front Vacuum Detect

Bridge Home

FIGURE 35. ON-BOARD COMPUTER AND ROBT ELECTRONIKS
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FIGURE 36. ON-BOARD PROCESSOR

The on-boad compute executes a multitasking progam enabling complex sequences of actions
to be simplycontrolled from the und. A sampletask called “SmplExtendV,” short for
“sample: extend robot legs with vacuum,” would be used during walking sequence when
performing the transtion from having the spne atached ¢ the arplane’s surfaced having the
bridge legs attached and éended. The steps of this task break down to the operations:

(a, b) set the legylinder pressure to low

(a, b) turn on the bridglegs extension valves

(a, b) turn on the briggvacuum pumps

(a, b, ¢ d) wat until al four bridge sudion cups hae achieved vacuum
turn off the spine vacuum pumps

(a, b, ¢ d) wat until al four spinesudion cups hae lost vacuum

(a, b) omplee extension byseting leg cylinder pressureto high

NoghrwbpE

To peaform this tak thecompute would eecute the following instrudions (italicized numbes
in brackets rder to theprevious list):

BB NewTask SmplExtendV

WritePort SensHPBypass 0 Endinstruct [1a]
WritePort StabHPBypass 0 Endinstruct [1b]
WritePort SensExtend 1 Endinstruct [2a]
WritePort StabExtend 1 EndInstruct [2b]
WritePort SensVacuum 1 EndInstruct [3a]
WritePort StabVacuum 1 EndInstruct [3b]
SendMsg SmplExtendV: Waiting for bridge vacuum make
EndInstruct

ReadPortUntil SensVacDetR 0 EndInstruct [4a]
ReadPortUntil SensVacDetL 0 EndInstruct [4b]
ReadPortUntil StabVacDetR 0 EndInstruct [4c]
ReadPortUntil StabVacDetL 0 EndInstruct [4d]
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WritePort SpineVacuum 0 Endinstruct [5]

SendMsg SmplExtendV: Waiting for spine vacuum break
Endinstruct

ReadPortUntil SpineVacDetR 1 Endinstruct [6a]
ReadPortUntil SpineVacDetL 1 Endinstruct [6b]
ReadPortUntil SpineVacDetFR 1 EndInstruct [6c]
ReadPortUntil SpineVacDetFL 1 EndInstruct [6d]
WritePort SensHPBypass 1 Endinstruct [7a]
WritePort StabHPBypass 1 Endinstruct [7b]

SendMsg SmplExtendV: Done EndInstruct
TaskDone EndInstruct
EE

Additional task capabilities include timed waits, other conditional and looping constudts,
the ability to stop or std othe tasks.

Threepush-buttorswitchesarecurrentlymounted on the robot’s tail beam to allow the operator
to begn and end the inspection proce3$ie buttons perform the followingsks:

. Initialize—This button returns the robot to its initial state whaliesuction cups are
turned off, he lkegs are retacied, and he pvot locks are eraped. It is generaly used
before the robot is placed on the aircraft.

. Affix —Pressingthis button will &tivate the four sudion cups on thespine assanbly,
allowing the operator to affixhe robot to an aircraft.

. Remove—Wien the operator presses this button, all suction cups are deactivated,
allowing the operator to remove the robot from the aircraft surface.

5.2 GROUND-BASED ELECTRONIKC SYSTEMS.

The ground-basedelectronic robot control equipment consists of the operator workstation
compute and thesaéllite equipment endosure Thar contentswill bedisaussel in the next two
sections.

5.2.1 Operator VWrkstation Computer

The operatorworkstationcomputer is the main control point for the robotisteyn. It provides
the displayand interface resources required thg operator to control and monitor trabot.
Theseinterfacesare describedn further detail in section 5.3All high-level robot control and
coordination are performed Itlgis machine.Communicatiorchannelsare providedto the motor
controllers, the on-board computer,and the video-processingomputers. The eddycurrent
instrumentis containedin and controlled by this machine. A photogaph of the operator
workstation is presented in fige 37.
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FIGURE 37. OPERATOR WORKSTATION AND VIDEO MONITOR/RECORDER

5.2.2 Sadlite Equipmeat Endosure

Thesatelliteequipmenenclosuras a small, mobile, 19-inch equipment rack used to house much
of the ancillarysupport equipment for thesgm such apowersuppliesmotor controllers,and
the canera contol units.

All electricallinesbetweertherobot and the pund terminate at this enclosur€ommunication
and eddycurrent sigal lines are then routed to the operator workstation, while video lont&s g
the video processorA photogaph of the satellite equipment enclosure is presentedurefigg.

FIGURE 38. SATELLITE EQUPMENT ENCLOSURE

The ground-basedPC communicatesvith both the motor controllers and the on-board computer
over four RS-232 serial connections as shown schematicaligure 39. While this serial
communi@tion configurdion is sufficient for usein thelab, it is expected tha a combindion of
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RS-422and optical isolation will be used in the hargto support longr line lenghs and to
provide greaternoiseimmunity. A four-line serial interface is used to provide the additional
communicaton linesfrom the PC. Software drivers enald these addional lines b be accessed
in the samemannerasstandard®C communication (com) portsThe orignal 16450 UART Cs

on the communicatiorboardwerereplaced with 16550 UARTSs (with on chip character buffers)
to providemorerediable high-sped seial communi@tion links in themultitasking environment.

» To Motor
|—>T0 Motor
. |Line ar Motor N Line ar Motor
Controller Controller —‘
Operator Workst ation PC
» To Motor
_ _ RS-232
4 Line Serial Interface |—>T0 Motor
RS-232 Stepper Motor Stepper Motor
> —
< Controller Controller —‘
RS-232
Ethernet Interface
Onboard PC
Local Area Network (Ethernet) —‘

Video Processin g PC

Ethernet Interface |

FIGURE 39. COMMUNICATIONS SUBSYSTEM

The stgppa motor ontrollers drivethelead saew motors whit ae use to translae the bridges
from sideto side The linear motor ontrollers drive the forcers which ae usal to movethe
bridges abngthe spne. Each of hese motor contoller systems is configured n a daisy chan,
allowing multiple controllers to shee a sinde communition line. Commands @n bedirected

to specificcontrollers (which have separate addresses), allowthgpendent motion control and
status reporing for each bilge.

The operabr workstation andvideo-processig PCs are ado conne@d b an Ebhernetlocal area
network. Communication®etweerthese two machines use standard TERrbtocols for hih-
speed comand and image dat exchang. This connedion ako proviesaccesgo resource®n
othercomputers such as disk stoeagrinters, and tape drivesSoftware development can be
carried out on multiple computes and then easily transfared to the opeaator workstaion &
completed. This data path can also be ugegrovideaccesdo the X-Windowsuserinterfaces
for control and monitoringf the robot throulg remote computers.
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5.3 CONTROL SYSTEM SGFTWARE.

During the first-phase development, the main objectives for the const@nsywere talevelopa
stratey that would control the walkingand scanningnotions of the robot, to implement the
hardware and software necesstyperform the scanningotion, and to developa prototype
menu-driven operair interface for he sytem The operatr interfacefor the system conssted of
character-cell based menu bars and pull-down menu selecthmsntegated control system
was desiged and developed, and the software was able to controltimikalking and the
scanningmotions of the robot; this was ke the requirements of phase one, which specified
only that the robot be able to scan a kngf skin seam.

During the second phase of development the control software was split into a control panocess
a more intuitive, gaphical user interfaceThe robot controbrocesscontrolsall higher level
robot functionality It supports the followingperations:

. Walk (forward, back, left, rigt)
. Scan (forward, back)
. Home (calibrates motor position Bgndingoridges to a known location)

The robot control process provides the command interface to the motor conandene on-
board PC and maintains a coplythe current robot statu§.he inspector interacts witherobot
contol processhroud the contol/debug router, and nessag interfaces.

The control/debugnterface, figire 40, provides a schematic representation of thsigaiyrobot
hardwarefor operatingthe robot. The spine and both bridg are presented.ndividual control

points areaccesdle via graphical on/off or arrow push babns. Selecing these bubns wih the
mousesendscommands to the on-board computer to turn pneumatic valves on or off, or to move
the motors.A key to the functions of the various control points is provided in table 1.

TABLE 1. ROBOT CONTROLINTERFACE LABELS

Label Function

BRK | Turn legbrake on/off, (no longy used)

BYP | Turn leghigh-pressure lpass on/off
LEG Extend/retract bridglegs

MLK | Lock (synchronizg/unlodk the sensor ad stdvilizer bridge motors

MRK | Extendfetractthe flaw marking device

PRB | Extend/retract eddgurrent sensor probe

VAC | Turn suction cup vacuum on/off
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Status information obtained from the robot is indicated thraador changs in the display

. control points (On=Wite, Off=Gray

. limit switches (On=Yellow, Off=Gray)
. suction cups (Vacuum=Green, Ambient pressure=Red)
= ANDI Hardware ControllDebug | vi -~
File Edit Command Help
VAC MLE
e i
EI 0 |goo0  AES 0 |goo0  AES ﬂl
set| ¥ set| ¥l oFH
BYF BYF
on| ﬁ ﬂl on| ﬁ ﬂl
B o | ore| | = il
VAC . LEG VAC :l LEG
_DII oMl 3 [ o_l ¥ _I ||:|-
= oFd| 5 ]
L J | J L
S ON ON
OF OF
VIRF PRE
] Set | [
A Jl 10000 | Jl 1000( A
hd 3|
Manifold Pressure: Initialize Affix | Remave

FIGURE 40. ROBOT CONTROLINTERFACE

The ANDI command interface, shown in @ige 41, sendsextual commandsto any of the
cooperatinginterfaces or processes thrbuthe router processThis provides support for both
system debugng as well as more complicated motion sequences run froroothieol process.
These moves include walkingcanningand hominghe robot’s motors.

For system debugng purposes, low-level messagfrom the on-board computaredisplayed in
the communication screen, fige 42. The current status of each of ttedot’s inputsandoutput
are divided into goups of eifpt bits, formingdata byeswhich aredisplayed using hexdecimal
notation. Thereare currentlyfive input and five output ligs used to reflect the robot’s status.

42



Outputtransitionstext messags generated bytasks, and téxesponses to debgimg commands
are also displaad here.

ANDI Router

|viA

.~ Router
~~ On Board PC
+ Compumaotor Linear Motors

~ Velmex Stepper Maotors

item

DST=CONTROL HOME
DST=CONTROL HOME
DST=LM_STARE ST1
DST=LM_STARE ST1
DST=CONTROL HOME

[BEE Diebug ShowTasks EE

BE Debug ShowTasks EE

=

FIGURE 41. COMMAND INTERFACE
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FIGURE 42. COMMUNICATION DISPLAY

5.4 NAVIGATION AND VISUALIZATION.

A prototype graphical display of the robot’s inspection path was created usiagthree-
dimensional, wire-frame representation of the surface ofitfimme underinspection. While
CAD data obtained directliyom the aircraft manufacturer or the airlines would be preferred for
use as the basis for aircraft maps, it @dslly not available for theldergenerationaircraftnow
beinginspected.An alternativeis the use of models of various aircraft which are available from
compute animaion companies. While these modds ae optimized for ther visud representaion

and do not gnerally include structural information, theyo provide a sufficienframeworkto
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provide naviggtion informationat the resolution required byhe robotic sgtem. The frame and
stringer or longeron intersections serve as natign points whose approxate locationcanbe
obtained from servce docuren@tion and neasurerants from the arcraft These mtersecton
pointsdefinethelineswhere rivets are found and can be manuiliyo the aircraft model using
compute aded drdting tools. Individud rivets ae not modéed. In addition to the ability to
modé aircraft, information concerning test fixtures, sud as the Foste-Miller laborgory pand,
are easilyinput. A sample displayf the linesconnectinghe frameandstringer intersectionn
the Foste-Miller test pand usel in thelaboraory is providel in figure 43.

The opeator has theability to import vaious ma dda files into the viewport and sdect the
point of view. Rivet lines are indicated in a contrastioglor. In the envisioned syem, the
operator would be able to define, via an input device such as a moussdtygathby selecting
appropriate lines of rivets for inspectiorAreas that are selectddr inspectionor have been
inspected or where anomalies have been found afidye indicated throdgthe color usedo
display the segnent. It is also possibleto overlayan imag of the robot on this displato
monitor the position and configation of the robot on the aircraft beimgpected.

= ANDI Map [+«

Azimuth: 11000 | »|  Focus: 750000000

Elevation: | 25,00 m Zoom: |2 500000

FIGURE 43. AIRCRAFT MAP DISPLAY (FOSTER-MLLER PANELD

The U.S. Rireau of Mines has developed a three-dimensional animation and renafetitey

robot and aircraft surfacerhis tool, which runs on a Silicon Graphics workstation, enables the

visualization of the robot's motion and its interaction with the surface bdmgpected. The

animation of the robot can be controlled usaiilper predefined scripts of motion commands or

via the X-Wndows robot control interface described in section 5.3.
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Components of the robot renderiagftware were rewritten durintpe third phasef effort to

allow them to ercute on the operator workstation comput@rview of the three-dimensional
renderingof therobotis presentedn figure 44. By couplingthis displaycapabilityto the robot
control sytem and the map of the aircraft, a virtual inspection environment that would be much
more realistic than the wire-frame dispktyown in figire 43 could be presented to the operator.

FIGURE 44. THREE-DIMENSIONAL RENDERNG OF THE ROBDT

6. SENSOR SYSTEM DETAIS.

6.1 EDDY-CURRENT SENSORS

The majority of the nonvisual inspections are currengherformed usingeddycurrent
instruments. Thus, themgor objective in sdecting the sensors for theoboticinspetion system
was to be able to provide for both visual and edclyrrent inspections. The automated
depbyment of eddycurrentsensors was @lored frst becausetiis much easer to implement
than is a automded visud inspetion systan. More speifically, the objective usal to develop
the sensor sgtem was to initidly investigate at least three NDI sensors for intusion onthe
sensor @tform: a hgh-frequencyeddycurrentsensorto find surfaceflaws, a low-frequency
eddycurrentsensor @ find subsurface dws, and \deo camerasfor visual examnaion of the
surface and for nagation.

6.1.1 EddyCurrent hspection Hardware

There are manyypes of eddycurrent sensors used lyspectors to exmine the fuselag of
aircraft Sensorswere choserhatare bolh FAA-approved and ope@tacceptd. A comparison
of results can then be made between the sensors that areedeplapuallyand those that are
deployed robotically One of the most popularpgs of sensors is theflectanceprobe,also
known as the slidinggrobe. Reflectance probes (pitch-catdmve separatedriver and pickup
coils andaredeployedoverarow of fasteners as shown in fige 45. Theyare scanned over the
fastener heads, and the differences in the compipedance-plane displayor good fastener
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holesandthosewith cracksarenoted. Because ofts universalaccepance, he refectance probe
is a good choice to be included in the robotistgyn.

Reflectance Probe

Fastener
Line

&\

\ Straight

Edge

FIGURE 45. REFLECTANCE EDDY-CURRENT SENSOR

The Nortec SPO-1958:ddycurrentsensor is the reflectancepy sensor chosen for the robotic
system. This probecanoperate at frequencies between 100atd 40 kHz allowing for both
subsurface crack dation atlow frequenaes and surface crack @efion athigh frequences. At
its lowest frequencies, the SPO-1958 produces-eddents thahavea working depthof 0.50

inch (13 mm). A photogaph of the first-phasebot deployng the eddycurrentsensoron the
simulated aircraft panel is shown indirg 46.

FIGURE 46. EDDY-CURRENT SENSOR DERRYED BY FIRST-PHASE ROBT
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Various eddycurrentsystemswere evaluated for use in this projec6E Sygtems SmartEDDY
3100 sgtem was chosen because it operated @@ platformandcould easilybe integatedinto

the robotic sgtem. The SmartEDDY 31000 has a dual frequefegture,meaningthat one
probe can be run simultaneousltytwo different frequenciesThus, for the robotic $gem,one
SPO-1958 can simultaneouslsearch for both surface and subsurface defects; the electronics
effectivelymakes this two independent sensors.

6.1.2 EddyCurrent Sensor Calibration

During thefirst phase of development, theman objective in thecalibration of theroboticsystem
was b ensure hat the operair sees a elar and dtinct separabn of signals betveenthose
produced byivet holes on an aircraft containiogacks and those produceddrgck-free holes.

The methodof calibratingthe eddycurrent sensor of the roboticstgm was based upon the
acceptedmethodsof calibratingeddycurrent sensors for manual inspectioriBhose methods
require eddy-current sensors to banitially deployed on acalibration standad bdore they are
deploydonanaircraft. A calibrationstandard contains both areas without flaws which result in
a consstent trace on eddgurrentinstuments and areas caaihing flaws whch resut in traces
thatdiffer from thoseproducedoy the flaw-free areasA standard is shown in figes 47 and 48,
depictingthe front and back of the standard, respectivélize front ofthe standardrepresents
the ouside skn which is normely accesdile © inspeabrs while the back represerd the
substucture whch is normally inaccesdile  inspecobrs.

o O O O O O

O0000O0

/
/

Manufactured Surface Crack

FIGURE 47. CALIBRATION STANDARD (FRONT)

Operabrs can seeht diferences beteen sgnals producedby flaw-free areasand those
produced byareas with flaws byleployng an eddycurrent sensor on a standardfter the
sensors are anualy depbyed on a sindard andhe dfferences m traces are netd bythe
operabr, the sensorsare constderedto be calbraied. When an mspecion is execued on an
aircraft fuselag, the unknown areas are classified wigspectto the good and bad signals
previously generated from the calibration procedur&imilarly, beforethe robot deploys its
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eddycurrentsensor on the simulated aircraft panel, the sensor is first @eptoy a calibration
standard. To keep the automated inspectionst®yn consistent with airline procedures, the
inspectionfrequenciesandcalibrationstandardsised in manual inspection procedures were also
used bythe robot.

Manufactured Subsurface Crack

FIGURE 48. CALIBRATION STANDARD (BACK)

| Subsurface

/ Crack

No Crack

T~

\

Lift-Off

FIGURE 49. EDDY-CURRENT NSTRUMENT DISPLAY FOR SUBSURFACE CRACK
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The calibrationstandard shown in figes 47 and 48 is thepy used to calibrate the robotic
systent it conains boh surface and subsurfacawils. Becauseticongins boh types of faws, t

is an gopropride standad for therobotic systan. When it is beng calibrated, the eddy-current
data acquisition and analysis software is set for two frequenciedow frequencyto detect
subsurface #ws and hgh frequencyto deectsurface faws.

The low-frequencysettingis calibrated when the robot depddihe sensorandscanshe top row
of rivets in the standad. The system paameers for thelow frequency calibration ae sé sud
that the eddycurrent instrument displagsembles figre 49, which is a drawingepresentinghe
osalloscopeoutputtha an opeaator sees. An x-y position on thelisplay represents thecomplex
number that charactegg the impedance of the metal under the probe; the curfggire 49
represent the variation of impedance as the probeisedover severalgood fastenersandone
containing a subsurface crack.

The sighal produced byhe subsurface crack is easslgparated from the sigls produced bthe
flaw-freeareas. When his type of dsplay is produced a#r the swtem has deplyed he sensor
over the top row of fasteners, thes®m has been calibrateufind subsurfacerackssimilar to
those found in the standard.

Similarly, the hidh-frequencysettingis calibrated when the robot depdothe sensorand scans
the bottom row of rivets in the standardThe system parametersfor the high-frequency
calibration are sd sud tha theeddy-current instrumet display resambles figure 50.

Crack
In Skin

/

No
Crack

Lift-Off

FIGURE 50. EDDY-CURRENT NSTRUMENT DISPLAY FOR SURFACE CRACK
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The sigral produced byhe surface crack is easigparated from thsignals producedby the
flaw-freeareas. When his type of dsplay is produced a#r the sywtem has deplyed he sensor
over the bottom row of fasteners, thesteyn has been calibratedftod surfacecrackssimilar to
those found in the standardAfter both the hig- and the low-frequencgetting have been
properly calibrated, the sensors can be deptbpn the simulated aircraft panel to inspect for
flaws.

Themethoddescribedaboveto calibratethe system proved to work wellThe sytem parameters
for both hidh and low frequencies were adjusted to produgealscomparabldo thoseshownin
figures49 and 50, respectivelyprovidinga clear separation of sigls for the operatorThus, the
eddycurrent sensor onhe robotc system was propest calbraied to find both surfaceand
subsurface cracks simultaneousiVhe results wer@édentical to thoseresultingfrom manually
deployed eddycurrent sensors.

6.1.3 EddyCurrent Sftware

While a self-containededdy-current inspectionsoftware packag was included with the SE
Systems,Inc. instrument,it was structuredas a dedicated applicationt could not eghang
information with other parts of the control prag), and it required the entire capaaitythe
computer. To integatethe eddycurrent instrument with the roboticsggm, a custom software
interfacewas written. The eddycurrent process manegjthe instrument inspection mode,r&
level, signal frequency and samplingate. It also performs the actual acquisition and buffering
of theinspectiondata. The sytem can support samplitige eddycurrent sigal at rates of up to

1 kHz

The eddycurrentcontol interfaceis usedby the operair to setthe nspecton paramters of he
eddycurrentinstrumentaswell as to displaythe acquired dataThe inspection parameters that
can be sd in the eddy-current control saeen in figure 51 indudethe A and B channd osdllator
frequences and évels, the refectance or mpedance rispecton node via the signal sekecion

relays, andthe datasamplingrate. Although the instrument supports impedance mode operation,
reflectance mode was required for the sample inspection tasks that were chosen for this project.

=.| Eddy Current Control | ~ | -

File WView Close Help

CHANNEL A CHANNEL B

Frequency: ISD[H] I IDD[ﬁ]
Lewel: Cﬂ] I [N]
Sampling Rate:| g RELAYS
Reflectance
Save Data To File: ﬂl
I I2 I3 ‘

FIGURE 51. EDDY-CURRENT NSTRUMENT NTERFACE
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Acquired data may be displayed to theopeator or dso achived to afile for later andysis. The
data can be presented in bothttek form (figure 52), and two rgphical forms (figures 53
and 54). The gaphical displag can plot the data as in-phase versus quadraturalsjdigure 53,
or asseparaten-phaseversustime andquadrature versus time plots, drg 54. Each frequency
channd is displayed in adifferent color and theopeaator ha theability to zoomin on sdected
sections of the plots to view the data neaer detail. The datafor thesefigureswere obtained
by scannng a calbraton sandard andnclude nanufacured flaws on bdt the top surfaceand

subsurface.

‘

Eddy Current Data
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FIGURE 52. EDDY-CURRENT TEXTUALDATA DISPLAY
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FIGURE 53. EDDY-CURRENT MPEDANCE PIANE DISPLAY
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FIGURE 54. EDDY-CURRENT N-PHASE/QUADRATURE VERSUS NME DISPLAY

To aid operators in identifiyig abnormal sigals, manufacturers of eddwurrent instruments
providealarmthresholds. Such features are available in the commercrabEDDY software.

In preactice, these darm features are sddom useé during inspetions sine the osalloscope
display providesa richer kind of information, helpingthe operators to make subtle decisions.
Theeis aurrently no aitomdic flaw detection capability in the systen’s eddy-current softwae.
Simple threshold-bael flaw dedection dgorithms mg be incorporded to more fully
demonstratéhe autonomouwperation of the inspectionsgm. An operator could be alerted to
the exstence of unusual gigls as theyare encountered.The data will subsequentlybe
examined bytheinspetor who will decide whether the signd was caused by aflaw or not.

6.1.4 EddyCurrent Faw Detection

Discussbns with USAir NDI inspecbrs ckarly showed hat they classfy eddycurrentsignals
based on samples obgd and bad sials gnerated when thegeployan eddycurrentsensoron

a cdlibration standad. They do not usejuantitative means whe dassifying signds, butinstead,
basetheir decisionson how a signal compares to known pattern®Vhile a person can easily
distinguish between the gigls produced byiormal andflawed rivets, the signals are not
unidimensional, and, in mangases, simple thresholdingnay not be definitive. Pattern
recoquition methods, which capture the discrimination criteria beisgd byhuman inspectors
without explicitly requiringthe inspectors to articulate (in words) tiréeria, are mostsuitable
for automatinghis kind of decision makingin the future, patternrecogqition techniquescould
be selected to aid in the classification of abnormatadgy The robot would mark the area
producingan abnormal sitpl, and the operator would be responsible f@n@ringthe site and
makingthe final judgnent as to whether the abnormaligs caused ba flaw or bysomeother
anomaly
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As mentioned previouslyduring the first phase of syem developmenthe only dataanalysis
functionsavailable to operators were those features found in commerciaicadeyt sgtems.
For example, to aid operators in ideniifiy abnormal sigals, manufacturers of most eddy
current instruments provide features which allow operators to set alanongeg The
SmartEDDY 3.0 eddycurrent software packagused as part of the robotic inspectiostem
allows inspectors to set such thresholds described previouslyn the Calibratiorsection,to
calibrate eddycurrent sgtems, inspectors deplogn eddycurrent sensor ora calibration
standard and set the eddyrrent sgtem’s parameters to produce a clear separ&iiween
signals produced byfasteners without flaws and those produced fésteners with flaws.
Inspecbrs can ao defne a readngular area on e eddycurrent systems screen whah will
produce an audible and/or visual alarm if the impedance-planal sgtersthis regon. A
drawing depicting this situationis shown in figire 55. In practice, these alarm features are
seldom used duringpspections; the oscilloscope traces provide bgtiatitativeinformationfor
the opeators to mée intelligent decisions.

Alarm
Region
'/ | Subsurface
| _—"1 Crack
No Crack
y
\

\

Lift-Off
FIGURE 55. ALARM REGION ON AN IMPEDANCE-PIANE DISPLAY

6.2 VISUAL SENSORSAND VIDEO-BASED RIVET LOCATION ALGORITHMS.

Visual inspectionscurrently accountfor a large portion of the inspections performed on U.S.
commercia aircraft Providing a nmeans of acquing images of he fusebge surface for
inspecbrs s very important. Aircraft inspeabrs note that even when they are perforning
nonvisual nondestructive inspections on a fuseldgeytend to notice other defects as wdibr
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example,wheninspectorsuseeddycurrent sensors to amine lap joints for cracks around the
fastenersthey arealsolooking at the area for other pigs of flaws and dameagsuch as dished
rivet heads and llgning strikes. Video imagry also providesnformationrequiredto align the
robot for taking eddycurrent measurements and improves the teleoperation capalbilihe
robot. A total of four video cameras were installed on thbot to supportnavigation and
alignment, close-up visual rivet inspection, monitoriafy the robot, and lary areavisual
inspection. Although computeranalysis of the imagry to automaticallydetect surface flaws and
damag@ would further automate the inspection process, its developmbetaad the scopeof
this project.

Two Chinon CX-060 miniature black and white video cameras were used for aawigand
alignmentof the probe wth respecto the rivets on he fusedge. One carera s placed atach
end of the robot’s spine assembdpking down at the aircraft's surfacdeachof thesecameras
hasafield of view of approxmately 4 by 6 inches (10 byl5 cn). These camras are enoked n

opaque plastic hoods with controlled, low-Endlumination to provide hig-contrast imags of

the rivets againstthe skn. The images obtined fromthese camrasareusedto align the spine of

the robot parallel to the row of rivets to be inspectédgorithms have beendevelopedfor

finding rows of rivets to provide feedback for automaticaligning the robot.

To provide additionaloperationalfeedback to the operator, two EImo MN401E 1/2-inch CCD,
(768Hx 494V pixels), color cameras were installed on the robidiese cameras each require an
auxliary control unit, located in the satellite equipment enclosure, and a multicondantool
cable. The first camera is the “proprioception camera” which is mounted at the fromwff ¢mel
robot on top of the computer card ead@ his camera has a wide field of view asdimedback
overthe robot so that the operator magw the robot and its immediate surrounding is used
for obstacle avoidance, losrgnge navigtion, robot positioningand status evaluation, and wide-
area visual inspectiornThe future use of a pan and tilt base withahmeraaswell asadditional
illumination, could provide more fléility in the application of thisamera. The secondcolor
camera is mounted on the sensor platform and is aatib@ eddycurrentprobe. This camera
providesa detiled visual view of the rivets that are bemg inspecéd. The canera 5 used 0
confirm probe location and tawg the inspector a close-up viewsalectedivets. Although this
camera uses ambietitimination, a rindight could also be mounted on thestgm.

A block diagamof thevideo subsstem is provided in figre 56. The selection of the currently
active video input from the available video sources is donthé&gomputerusing the video
multiplexer which hastwelvevideoinputsandseven video outputsThe video sigal is digtized
by the EPK 4MEG VIDEO [Mbdd 12 video digtizer/processor. This ard has 4Mb of vid®
memory a 14.3 MHzpixel clock, and a dedicated TMS320C25 1RAuiligital signal processing
chip. It is capable of drivingin RGBvideo monitor with either liver processedideoimagery.
Both of these cards are installed in the video-proce$3ihg
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FIGURE 56. VIDEO SUBSYSTEM

A video monitor is normallyused to displaythe video data to the operatotHowever, the
capability exists to display the video data in a subwindow within the computer monitoh
S-VHS video recorderis provided to archve the video daa from the caneras as wélas b
feedback previously recorded datainto the system for thetesting and validation of image andysis
agorithms.

The video-processingomputer is used to perforall of the video switching and processing
functons requied bythe swtem It is configured as a sepammachne becausef the large
amountof processinghatis required to perform computer video arsdy Thus, the processor
resourcesused for image analywis are independent of the robot control, eddyrent data
acquisition, and the user interfac&.photogaph of the video-processimgmputeris presented
in figure 57.

The video-processingpplication runs as a TCP/hetworkserveron the video-processingC.
It sds up thevideo digitizer and multiplecer hadware and then listens on thdocal area nework
for commanddrom the operator workstation PCVideo data maye acquired and displey
from multiple soures, saved to or restored from disk, ad ovelaid with an dignment cursor.

55



FIGURE 57. VIDEO-PROCES]NG COMPUTER

The video control interface is usedttne operator to manualgdjust the robot alignent priorto
eddycurrent inspection.It consists of both téxand gaphicallybased commands and is shown
in figure 58. Data from anyof the cameras on the robot miag selectedhroudh the “Video
Source”menu. Sinde frames of video are ditged and displaad each time the “Digze”
button is pressedThe look-up table used for displag the digtized image datais presenteds

a horiontal bar at the bottom of the ineagrea.

A Yideo Control

File View Close Video Help |
Viden Source:
Nav T (rear) _||
Cursor X: ﬂ
Cursor Y: ﬂ

Alignment ON | Digitize

FIGURE 58. VIDEO CONTROLINTERFACE

The “Alig nmentON” buttonis usedto set the robot in the alhgnent mode with legextended
and pivot locks off. Electronically overlayng the video from the front and rear aligent
cameras with a calibrated cursor enables the operator to maaligilfthe robot with the rivet
rows. The operatorcanthenrotateandjog the robot to bringhe eddycurrent sensor into the
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correctpositionfor scanningby depressinghe mouse button and dgwgg the mouse while the
cursoris in theimage displayregon of the window.Once properhaligned, the robot is returned
to the scanningnode with leg retracted and pivot locks oext-based commandsaybe sent
to thevideo-processing’C to set the position of the video cursor for the front and reanadigt
cameras.

To allow the robot to alig the eddycurrent probe to the rivets undeingg inspection as well as
to navigate autonomouslyover the aircraft’'s surface requires @ithms to detect the presence
and measure the location of rivets in the video Enagrom the navigtion cameras. Once
isolatedrivets have beendetected, thexan be consolidated into lines of rivets which form a
naural reference gd for navpation over he surface ofhe fusedge and also provide the
feedback required for the dephagnt of the eddgurrent inspection probeAlgorithms to do this
rivet deection and rive line abstraction were developed & the CMU Robotics Institute[6] and
then exended and applied to the robot at Careddellon Researchmektitute.

Figure 59 depicts therole of rivet segmentaion and linefitting in the navigationd control of the
robot. The process b&gs when a pair of im&g of the aircraft surface is capturedthge head
and tail navigationd cameras. Theimages ae digitized, then proessel by the video-proaessing
computerto segnent the rivets from the imagbackgound. A line-fitting algorithm fits a
straight line tiroudh the rivets in each mage. The resuls from the o images arecombinedto

indicate the pah tha will position theeddy-current sensor diretly over therivets.

1A 1B 1C 1D 1E
canera (fead) digitizer rivet line fitting robot
segnertation algorithm navigation
carrera (tail) algorithms cortrol

FIGURE 59. RIVET SEGMENTATION AND LINE-FITTING IN ROBOT NAVIGATION

Two types of sementation algrithms were studied (block 1C in €ige 59),neuralnetworksand
conventional methodsThese two techniques present different approachasage processing
Neural networksare empirical by nature, derivinga solution from observations of data, in this
case imags of the aircraft surface. Conventional techniques are parametric, requiring
mathematical description of the solutioBach approach was evaluated for computational speed,
segnentationaccuracy andthe complexty of its implementation.In the end, the conventional
techniques outpeformed the neurd neworks, providing the fastest computdion time and
simplestimplementation whie providing conparabé accuracy

Neural networks (NN) were initiallynvesticgated because of their unique ability learn
solutions. Unlike the conventional techniques discussed below, where the criteria for a
classification mach are mahematically specified, a NN gradudly develops its solution by
repeatedlyiewing images alongwith the correspondingorrect classification.Over repeated
sessions, theNN learns to reognize which image features enable it to distinguish bdween
classifications.For rivet segnentation, it was hoped the NNs would learmich combinationof
featuresdistinguish rivets from other, perhaps similar lookingurface marks.The NN would

thus learn features that discriminate between the classes of rivet antbbhadkg

57



Oneinheaent dravback to NNs is theneed for sighificant quantities of traning dda (i.e., images

of rivet and backgound classes) laegenouf to represent the problem spac€his can be a
labor intensive task, and if the problem space cegragich as whenrew classificationgroupis
addedor a differentaircraftis used,new data must be acquired and the NN must be retrained.
On the other hand, one of the purported advastagf NNs is that the burden of finding
disaiminating features and developing mahematical desaiptions of theclasses is ldt to the NN
which should learn these lagelf.

Conventional techniques refer to a commamed set of imagprocessinglgorithmsfor image

enhancementyestoration,and segentation. They include such techniques as histog

equalization, edgdetection, hig-pass or low-pass filteringndmanyothers. Unlike NNs, there
IS no need to create larguantities of trainingata. However,theyaregenerallymostsuccessful
if the investigitor has a @god understandin@f the problem and can make judiciocisoices
betveen he avdiable techngues.

6.2.1 Robotic InstituteVideo Rive Location Algorithms

If therivetsthathold anaircraft’'sskin to its frame all looked the same, then it would be dasy
constru¢ a dedicated algorithm tha would reliably find and mak dl the rivets in an image.
However there are marypes of fasteners in use on new aircraft, mawye tyesin useon in-
servce aircraft, and evendenical faseners onhie sare aircraft take on dfferent appearances
dependingon the details of their installation, location, weatheriogffing, coating etc. To
accommodate this variation rangan open ended approach was adopted asmeural network
archtecure hat learns fromvisual examples presemtd to it which have beerclassfied by a
humantrainer as containin@r not containingrivets. The visual eamples are small square
windowson the full imag; a window’s side is about twice the diameter of thedstrgivet head
thatwill be encounteredThus the window magontain all or part or none of a rivet head, but it
will rarely contan morethan one

In operation the trained neural networkegerates a numerical output, that we call “rivetness,”
thatrepresentdts estimate of the probabilitthat the window it is beinghown contains a rivet.
Thewindow is scanned over an inagesultingin a rivetness map that is binigin areas where
rivets are probable, dark in areas where theyimprobable, andray in ambigious areas.A
sample of the rivetness imags provided in figire 60. Via severalsubsequentonventional
image processingsteps the rivetness imag converted to a black-and-white (binampnage in
whichrivetsare white, non-rivets are blacKhe binaryimage obtained from figre 60 is shown

in figure 61. The binariation process completes the rivet findisigp.
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FIGURE 60. RIVETNESS MAGE FIGURE 61. BINARY IMAGE WITH LINE

Next, it is necessay for the compute to abstract isolaed rivets into rive lines and arivet line
grid; this kind of abstractionwhich is the natural thindor the human brain to do when it is
presented with isolded dots tha hgppen to fdl on lines and rectilinear grids, is apotentialy
difficult task for acompute. It is asimpleand vay common proedureto fit aline to a sd of
data points in some coordinatessgm, e.g by the least squares method, levactly wherethis
line falls can be vergtrondy influenced bya small number of points that are far from the main
distribution; that is, these methods are inappropriategnsitive to outliers. Any image
contaning a line of rivets will probaly dso ontan a few extraneous rivés tha would be
effortlesslyrejectedasirrelevantby any human but that would not be recazed as irrelevant by
conventional line-fittingalgorithms. Fortunately modern statisticianshave recogized this
problem, and in response thiegve developed robust line-fittimyethodghatdo anexcellentjob

of focusingon theman stream and ignoringthe outliers. These adgorithms hae been extremely
successful in identifyg rivet lines. The line in figure 61 isthe outputof the robustline-fitting
agorithm.

An existing RoboticsInstitute laboratoryrobot that was built as a development platform for
enhanced visual inspection sensors (not part of && program) was used to test the rivet
detection and line-fittingalgorithms. The “test inspection platform” (P) robot is capablef
pure rotaion (with negligible forward/backward or I€t/right motion), so it ould follow the
requested path preciselyespite the path’s r ande corners. It was gided arounda
rectangllar path over arig of rivet holes in aampleof DC-9 belly skin underthe closedloop
control of thedgorithms. To provide a rapid demonstrdion of prindple, a multicompute
pipeline was assembled in which the tasks of Enegllection, imag transmission,rivet
detection and rivet line abstraction, robot control stsatggneration,robot control command
generation,androbotcontrolcommand eg&cution were done on several different workstations, in
severaldifferent locations, and communicatimyer the campus EtherneAN. Although the
decsion making process was s, primarily because ofie needd move large image files over
the Ethernet,the navigation sequence was eguted without error, the path followiragcuracy
was exellent, and the H robot alwag discovered and correctedndomorientationerrorsthat
thetop-level program introdu@d to hdlenge thelower-level progams.
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6.2.2 CMRI Video Rivet location Algrithms

The transfer of the initial atgithms into the robotic syem was conducted in three steps,
begnning with the neural network (NN) invesagon. Despite several modifications to the
netvork archtecture,and nunerous mage enhancerant efforts, he NN segienttion accuracy
was unaccepble in this first stage of work. It was concludedthat the images contined too
muchcompetingbackgound clutter in the form of scratches, surface marks, and reflections for
the NN to accuratelgliscriminate between rivets and these other objelighe secondstep,
conventionakegnentationalgorithms were implemented on these same esagut with similar,
unsdisfactory results. Thevideo daa obtaned from theFoste-Miller pand exhibited mud less
contrastbetweenthe rivets andthe surroundingkin and had mansgnore surface scratches and
dents than theimagery use in theprevious dgorithm development. Since it was evident tha

poor imag@ qualitywas responsible for the poor sagntation in both studiethethird stepin the
investigation focuseal on improving the images by modifying the camera systen to improve
image quality. A camera hood was developédat greatly reducedsurfacereflections and
consequenthenhanced the contrast between rivets and Ibackg. The NN andconventional
segmentation techniques wee reevaluated on thenew images. Results improve significantly.

The conventionaklgorithms, however, demonstrated superior computation time over the neural
netvorks whie providing conmparabé segnentation accuracy

Figure62(a)shows a tgical image from the head navagonal camera, without the camera hood.
This is the surface of the Foster-Miller panel (oriented mulgorizontally in its fixture) imaged
under ambientlighting conditions. No image enhancement is shownThere are five rivets
positioned in a horantal line just above center in th@age. Poor contrastmakesthe two
leftmost rivets barelyisible.

Idedlly, segmentaion of figure 62(3 will resemble tha of figure 62(b) whee rivets, displged in
white, have been segnted from the rest of the backgnd, shown in blackFigure 62(b)was
created manudly to illustrae the god. The following sections desaibe the efforts to develop
segnentation algrithms to achieve performance as close as possible todhefgigure 62(b).

Ideal
Sagmentdion
Algorithm
5 >
&
Biece. il iy
(a) (b)

FIGURE 62. (a) AN IMAGE FROM A NAVIGATIONAL CAMERA, (b) AN IDEAL
SEGMENTATION
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6.2.2.1 Neural Network Results

To determineif NNs could providethe segmentaion qudity shown in figire 62(b), thefirst task
was b creag training and esting dat for teachng the netvork. The dah wasdesgnedto be
represerdtive of the problem spacencluding images of rivets and a vaety of surface rarkings
sud as saatches and reflections. Fifty-six images of theFoste-Miller pand were acquired from
the navigetional cameras under ambientHtgg conditions. They were equallydivided (14
images each) between the followirngnditions:

. head carara, Egs retracied
. head carara, bgs exended
. tail canera, Egsretracied
. tail canera, bgs extended

Examplesare shownin figure 63. The camera lens is appimately 4 inches (100 mm) above
the panel, however this varies dependipgn the position of the bridg on the leadcrewsand
whether thelegs are extended or retracted. Thefield of view is slichtly larger with legs extended
(figure 63(b), (d)).In these eamples, the rivetarepositionedalonga singe horizontalline just
above center in the imegy The dark, square object at the imamgnteris the shadowof the
camera. The imags are of size 188 220 piels. The digtizer generates752 x 480 pixel
images. By reducingthe imags by a factor of two or four, to s&376 x 240 or 188 x 120,
respectively processingpeed is iggatlyincreased without sacrificingegnentation accuracy

FIGURE 63. EXAMPLES OFIMAGES RROM (a) HEAD CAMERA, LEGS RETRACTED,;
(b) HEAD CAMERA, LEGSEXTENDED,; (c) TAL CAMERA, LEGSRETRACTED; (d)
TAIL CAMERA, LEGS EXTENDED

Training andtestingdatawere created as pairs of NN input/output responséach NN input,

called aretinag, Ri, was an m xm pixel subimae taken from thereduced image. Each rdinaRi,
cenered atpixel locaton x,yi, was a few piels larger in each dnension thanthe diameter of a
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rivet. For a 188 x120 imag@, the retina was 13 %3 pixels since the rivets are appimately 9
pixels in diameter.

The correspondingoutput paired with each retina was a scalar value, 1 or -1, depending
whether the retina contained a rivet or nifta retina contained a full rivetwasclassifiedas1,
i.e., a rivet. A retina with no rivet or onla partial rivet was classifiedas-1, i.e., backgound.
Thus, the paired input/output response data for traiamgjtesting consiste@f thousandsof
records, each record comprised of a 1I8xnput retina (for a reduced-dyimage), and ascalar
outputof 1 or -1. Figure 64 shows eamples of four rivet retinas, and dige 65 shows four
backgound retinas.The retinas have been enladgfor displaypurposes.

FIGURE 64. FOUR RETNAS OFRIVETS

FIGURE 65. FOUR RETNAS OF BACKGROUND

Reina classifications for thetraining/testing daa were established manudly. Each image was
displayed on a PC while an operator used a computer mouse thligigt the boundaries of each
rivet. Software then filled in these rems and labeled all the fillguixels asclass“rivet body.”
The pkels along the rivet edge were chssfied as ype “rivet edge.” A few images contined
raised head rivetsThese were manuallegnented and labeled agty “raised rivet.” All other
pixels wereclassifiedastype “backgound.” Figure 66 shows a manuakggnented imag with
rivet edge pixels in white, rivet bodypixels in gray, and backgund in black.Raised head rivets
were omitted from all trainingata (there are none present inufe66).

Rivet bodyand rivet edg pixels were labeled separatety provide more fleibility in thetests.
Experimentswere conductedo see if the NN was better able to ident#ywhole rivet bodyor
justits edge. Resultsprovedno siguificant advantag in either scenario, thus onliwet bodies
were considered for the second half of the studies.
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FIGURE 66. MANUAL LY SEGMENTED MAGE USED TO CREATE TRAWNING DATA
WITH THREE LEVELS OF GRAY SCALE

Onceall 56 images were nanualy segnentd, a retnaktlassficaion par was cread for every
pixel in the imags. From this lar@ set, thousandsf pairs, called records,were randomly
sekeced b creag training and esting dat.  The NN learnedon the training set repea¢dly
viewing the data and modiflyg its internal connection wengs each time it egneratedan
incorrect output. Test set data were different records from those in the tragghgTestdata
were usedto monitor the learning processand stop the learningshen test results no loag
improved. At the start of the NN studyhe trainingdata contained an equal number of rivet
recordsand backgound records. This is a g@od initial rule of thumb if each classification is
equally important. However,later in the studya distribution of twice as manyackgound
reinas as ket reinas was showrnotimprove he segiengtion accuracyby a few percenége
points. This may be because most of thevets are fairly similar in appearancebut the
backgoundretinasexhibit more variation in tay level and shapeTherefore, more retinas were
needed to represent the backgd.

Neural networksare defined bya topolog that describes the number of processioges and
their connections.A learningalgorithm defines how the connection weig are adjusted during
learning In this studythe topolog was athree-lagr network(input, hidden,andoutputlayers)
with 169 input nodes(one for each pid in the 13 x13 retina), a variable number of hidden
nodes,andone outputnode. The output node emerated a continuous value between -1 and 1.
The closer the value was to 1, the more the NN thbtlge input retina resembled a rivetor
values closer to -1, the retina was thiouig be a backgund retina.Back-propagtion (BP) was
sekeced as lhe karnng algorithm becausetiis conmonly usedin conplex classficaion
problems.

Eachprocessingnode sums multiple inputs from the previousstayf nodes and operates on this
sum with a nonlinear transfer functionfhe most commonly usedtransferfunctions are the
sigmoid andhyperbolic tangnt (tanh). Previous eperience in developinglassifiers has shown
that a tanh network learns faster than ansagd. Consequentlytanh was used hereTanh
generates an output value between -1.0 and +1.0 fogiaeyninput. Also, scalingthe NN input
values, i.e., the retina, to the rangf -0.8 and 0.8 when usitgnhhelpspreventsaturatiorof the
nodeswhich can stall learning Therefore, while the retinas were oniglly gray scale 0 to 255,
theywere scaled to -0.8 and 0.8 before bemmmyt to the NN.

The number of hidden nodes, and two parameters knowtheammomentumand learning
codficient, wae varied to optimizepaformance. Momentum and thelearning oefficient affect
the rate of learning The number of hidden nodes also affects the learspeged, but more
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importantly it affectsthe network’s abilityto learn relationships between input and output data.
Too manyhidden nodes with respect to the numbetraining recordsallows the network to
memoriz the training data. Too few hidden nodes and the network magt learn a god
solution. The selection of the number of hidden nodes is most often a trial and error process.
There are severalso-called automated techniques for selectimg number of hidden nodes;
however manuallyguidedtrial and error has been found to be the most reliaDiee automated
method, Singular Value Decomposition,was usedto gve a roufp estimate, which was later
confirmed bytrial and error.

During learning the number of hidden nodes, the momentum, and the leacwiefficient were
al varied in repeated tests to optimizeéhe NN paformance. Images were reduced in sizefrom

their orignal 752 x480 bya factor 2 or 4 in both dimensions to reduce procedsimg Larger

images necessitate laeg retinas and therefore more input nodes, which translat@sote
connections, which requires more trainohgta, and the laegy network takes lorgy to train. For

these reasons, stter images were preferred.

When each NN was fiyl trained, ts segnentation accuracywas evalaied. The fully trained
network processed each ingagne retina at a timeggeratingthe segiented imag onepixel at

a time from the NN output node valuEach imag to be semented waslissectednto retinasat
everypixel location and input to the NN one lope. The NN outputwasthe pixel valuein the
segnentedimage attheretina’s center locationSince the NN output is a continuous value in the
range of -1 and 1, the segnted imagis gay scale.

Initial results were poor usinigoth rivet bodyandrivet edge approaches. Although the NN
recoqnized rivets well enouy there were too maryackgound regonsthatwerealsoclassified
as rivets. These incorrectly identified rivet areas would confuse the subsguent line-fitting
algorithms. The presence of these areas was dtributable to thecluttered qudity of the origina
images. Numerous enhancement schemes were used to improgedhty of the input images.
Histogam equalization, edgdetection, median filteringsmoothingand others were attempted
to improve he NN segienition accuracy Modestimprovenents were vsible, but were not
significant enoud to make the NN a viable approadfigure 69showsanexampleof areduced-
by-2 image after histogam equdization and theresulting NN segmented image. Note tha while
rivets ae visible, thee is dso onsideable clutter tha would impele any line-fitting algorithm.
Reduced-by-4 image results wee similar.

64



FIGURE 67.LEFT: REDUCED-BY-2 IMAGE, ENHANCED BY HISTOGRAM
EQUALIZATION, RIGHT: NN SEGMENTED OUTRJT

6.2.2.2 Conventional Sagentation Results

The nex step was to investige more conventionallgorithms of segnentation. Someof the
image enhancementechniqueghatwere started in the NN studyere continued hereCamera
images wereenhancedo reducenoiseand cltter, then a chssfier was apped to recogize the
rivets. Many enhancement abgithms were tested both alone and in combinatidie best
enhancementpproach was found to be a combination of histog equaliation, median
filtering, Sobel edgdetection, and thresholding

Thefirst step, histotam equaliation, improved contrast bgvenlyredistributingthe gay scale
values over the rarg0 to 255. The nex step, median filteringsmoothed the imagslightly,
redudng thevisible vertical bands ceated by the digitizing process. Next, a Sobé edge detector
is applied and its absolute value taken ttvaet onlyedges. The Sobelmage is gray scale,anda
thresholdof 150 (out of possible 255) is applied to remove weakesddHistogam equaliation
is then applied to improve imagontrast. Figure 68 shows the results thfis processing ora
cameraimage. Notetha while therivets ae visible in thefinal image, there is also consideable
backgound clutter.

FIGURE 68. EFFECT OF MAGE ENHANCEMENT ON GRAY SCAIEE CAMERA IMAGE

To completethe segnentation,a matched filter classifier was implemented to distisly rivets
from clutter. A mached filter corrdates theimage with an image of the object to berecognized,
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in this case, a rivetThe ima@ of the object is called the kernel and is shown iorgg69. This
kernelis arivet of averag size, taken from one of the enhanced ireathat underwent the same
processingsfigure 68. Becausef the curvature of the airplane panel, not all rivets are éthag
to the same s& There is sligpt variation, and figre 69 shows an avemagize rivetin a23x 23

window.
FIGURE 69. EXAMPLE OFRIVET KERNEL

To peform amached filter, the enhanced image was aoss-orrdated with therivet kernd of
figure 69. Ideally, the resultingcross-correlation imagcontains brigt spots (higly correlated
regons) at rivet locations and dark regs everwhere else.Figure 70 shows the output from the
matchedfilter operationof figure 68 with 69. Results usingsmaller and largy rivets in the
kernd were similar.

FIGURE 70. (TOP) MATCHED ALTER OUTPUT, (BDTTOM) AFTER THRESHOID

A threshold of 150, out of a mamum 255, applied to the top imam figure 70 keepsonly the
most stronly corrdated pesks and gves thefinal segmented image. Rasing and lowering the
thresholdis a tradeoff in the final image qudity. Rasing the threshold will reduce clutter but
eliminates someof thered rivets e wdl. Lowering the threshold m& bring in morerivets but
also introduces more clutteiFor this example, a thresholdf 150 was approxmately optimal.
Three of the five rivets were segnted. The camera shadow introduced angigant amount of
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clutter around its edg. This can be removed since the position of sheadowis known.
However, tests showed that the camera shadow was present abouat$0% of theimages, and

it often overlapped rivets. Therefore, removinghe shadow alsoemovedrivets. Good,
segnentedrivetsweretoo rare to risk losingnore byremovingthe camera shadowkven when

the camera shadow was removed, too mather false alarms remainedNumerous chares

were madeto therivet kernd by changing its sizeand thidkness to #iempt to reluce the clutter,

but improvementsvere slight at best. As in the case of the neural network invesign, the
quality of theinitial image was too poor in terms of contrast and clutter for the enhancement and
classifier algrithms to produceapd, consistent results.

6.2.2.3 Third Trial: Improved Camera Stem

As thelast st in theimage segmentation study focus reurned to theimage acquisition seup
andhow that could be modified to generate a less cluttered ineagith better contrast between
rivets and backgund. Tests were conducted in the lab usthg robot on the déster-Miller
pand usingboth naurd and atificial lighting. Various maerials wee tested for constrution of

a hoodoverthe cameraghat would improve contrast byeducingsurface reflections.The best
combination, based on visual inspection of the resuitimages, was a black-matte@odwith an
artificial light source. This was then implemented as two permanent hood-witi-Bgurce
fixtureson therobot. The hood is constructed of plastic and painted on the inside with a black
mate finish. The light soure is an aray of infrared (IR) light emitting diodes (LEDs). The
cameras usa for navigation ae IR sensitive and IR LEDs have a high aurrent to light powe
efficiency

To fully testthis new arrangment, two data acquisition @ariments were conducted.he first
collecteddatain the lab usingthe Foster-Miller panel. The second took the robot to the USAir
hangar a the Pittsburdp Internaiond Airport and acquired images off of a DC-9. The latter
experimentgave an opportunityto test the hood and the segntation algrithms for the first
time on imaes tha were not aquired from theFoste-Miller pand and theefore on a surface
different from the one on which the sagntation algrithms had been desigd.

Thefirst se of tests usd images acquired from theFosta-Miller pand in thelab. Sixty images
were acqured from variouslocatonson the panel fifteen mages each fronthe frontand rear
camerageachequippedwith a hood and ligt source) with the robot legxtended and retracted,
respectively Frst, the conventional segntation algrithms were revisited.The initial imagg,
directly from the caneras and reduced layfacor of 4 n size, wasnoticeaby improvedoverthe
prior images taken with no hood in place&Subsequent testingith the conventional afgithms
usa in the previous work rasulted in improvenents with thee nenv images. The resulting
segmentation dgorithm tha provided the best results wa & follows: reduce image size by
factor 4, apply 3 x 3 median filter to reduce digitizing noise goply Sobé edge deection to bring
out edges, threshold to é&minate weak edges (usudly dueto noise not rivds), renovesmadl and
large blobs (thosenot of sizesimilar to rivets), gply skdetonizaion technique gply matched
filter, and threshold to keep only brightest 50% of piels. Figure 71 shows asanple
segnentation of one of the imag taken from the front camera with the roboslegracted.
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FIGURE 71. SEGMENTATION OFIMAGE TAKEN FROM FOSTER-MILLER PANEL
USING CAMERA HOOD AND UGHT SOURCE

Figure 71(g shows thegray sale image, reduced by factor 4 from thedigitizer image. No
additionalprocessinghad beendoneat this point. Figure 71(b) shows the imagafter median
filtering, Sobé edge enhancement, and ranoving the weaker edges (i.e, edge vaues less than
approxmately 15% of themaximum edge vaues were removed). Notetha at this point therivet
edges are clearlyvisible, and onlya moderate level of noise is presemMluch of the highly
strudured noiseis dueto dather ambient illumination tha has leeked benegth the edges of the
hoodor non-uniformityof the IR-LED light source.Both of these can be suppressedtbsize,
shae, or loction in theimage. Even with these problams, this imge is dready an improvement
over the qualityof the imags before the cametaodwasimplemented. Next, blob filtering is
applied by removingdl blobs siqificantly smdler or larger than arivet. Blob sizeis deermined
by the numberof pixels in the blob. No shape information, such as roundness, is ugdck
result is shown in figre 71(9. Notice the significant redudion in clutter from figures 71(b) to
71(9. Next, askdetonizaion dgorithm is gplied to thin out theemaning objects. This has a
normalizing effect on the image, where just the shape ofhie obgcts are radined, notther
thickness. The result is figure 71(d). The mached filter disaussel earlier is gplied to this
image, resultingin figure 71(9. Findly, athreshold of 50% of theémage's maximum pixel gray
level is goplied to themached filter result, and theimage is binarized, resultingin the image of
figure 71(f). Note that all four of the whok rivets visible in figure 71(b) were succesdfyl
segnentedin figure 71(f). This was not alwag the case, but over all the 60 ineagthe
segmentation dgorithm orrectly segmented 70% of therivets, with 34% tutter. Clutter was
measured as the ratio of the number of nonrivet blobs to the number ofritledinal image.
It may not be necessay to reanove dl the clutter from the final image. With sufficient
intelligenceincorporatednto the line-fittingalgorithm, the nonrivet blobs m&ye recogized as
suchandeliminated from the final imagused to navige the robot. This is discussed more in
section 6.2.3.
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The processinggme for all the steps in fige 71 averagd between 3 to decondsn a Pentium
66 MHz PC. A neural network was implemented, resultingsimilar accuracybut itsexecution
time was ten times that of the conventionaloathms. Thus, the conventionalsegnentation
algorithms are preferred.

To further test the hood and segntation algrithms, the robot was taken @ USAIr

maintenance hangar a the Pittsburdp Internaiond Airport, where moreimages were acquired on

a DC-9. Although USAIr did not paint their fleet, decals weusedon the aluminumsurface.
Sixty images wereacquired from various positions on the airplane bofilyirteen of the imags

were taken over the locatons were the USAIir decas had been reaved. These proved och

moredifficult to accuratelysegnent. The contrast of the imag was not asapd as the imas

taken from theFoste-Miller pand but still a significant improvenent ove the images t&ken

earlier in the project without the camera hodthe first testof the segnentationalgorithmswas

doneonimages reduced bya factor of two.Later, tests were done on inesgeduced by factor
of four. Overal, the reducedmages were segenied to 74% accuracy However, 1 is more

enlighteningto look at the results broken down irtlearimagesanddecalimages. The clear

images were acquired over positions on the airplane btiuigt were clear of decals and @ay
markings (put thereby the nspecbr) while the decaimages had remans of renoved deca in

the field of view. Other bodymarking such as scratches or demtsre sometimesevidentin

both types of imags. The results are presented in table 2.

TABLE 2. RIVET DETECTION ALGORITHM PERFORMANCE

Image Type Rivet Detection Rae Clutter Rate
Clear 86% 50%
Decal (removed) 67% 357%

It is obvious from these results that even when removed, the decals present a parbicldar
to rivet segnentation. While a reasonable percengagf the rivets were segented,they are
overwhelmedby clutter. Even a sophisticated line-fittingalgorithm would not be likelyto
distinguish rives from dutter in these cases.

In the clearimages, the segnentationaccuracywas god (86%) but the clutter was higr than
desired. However, dmost hdf of the clutter resulted from bricht edges in the image where the
camerahood didn’'t completelycover the field of view. Modifications to the camera hood
structure could be made to overcome this problem theredhycingclutter to approxmately
25%, amuct moremanageable range for theline-fitting agorithm.

The computdion time of the segmentaion dgorithms for thereduced images was approxmately
23 seconds on the Pentium 66 MRZ. Images that were reduced bgur were alsaested
because of the further improvement ireextion timehowever the contrastreductionasa result
of the siz reduction was evidentSegmentation accuracygropped to less than 50% and clutter
was almost double the number of rivetsis desirable to have less clutter than rivetthafinal
image for the line-fitting algorithm to be successful. No neural network processingwas
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implemented since previous tests showed comparahbeesd¢gtion accuracto the conventional
algorithms, atthe eyense of geaer conputaton ime.

The addition of the camera hood andhtigource geatlyimproved the qualitpf theimages from
the robot, thus enablingpbust, conventional segntation algrithms to be developedMany
designs and tests of thealgorithms resulted in a sequence of eight proaessingstgs combining
edge enhancement, thresholding smoothing and mdched filtering to extract therivets. Testsin
thelab usinga Foste-Miller pand and & the USAIr hangar in Pittsburdp providel confirmaion
of the segnentationcapabilitiesandhighlighted that certain surface markssguch as decals and
crayon remain problematic.

6.2.3 Rivet Line-Fitting Algorithm.

Alignmentof therobotwith the seam under inspection requires identification of rows of rivets in
eachnavigation canera’sfield of view. Image processig techngues are used idenify a setof
suspeted rivets. The resulting suspeted rivets ae represented by thar pixel coordindes and
relative mass (@y level intensity. These data armput to a line-fitting algorithm to identify
likely lines of rivets.

Any field of view may contan multiplelines of rivets. This results in digond lines of rivets tha
are artfacs. The setof suspead rivets may also include object that have beenmistakenly
identified asrivets. The line-fitting algorithm must be robust endudo recogize multiple rivet
lines, ighore diagnal artifacts, and to mpre outlyng objects. In additionto being robusin a
statistical sense, heuristic knowledgan also be applied to improve thetectionperformance.
Suchknowledge couldincludethe expected location of rivet linesyen the previous location of
the robot and its last move, the orientation of realt lines, andthe spacingof rivets alongreal
rivet lines.

The robot is initiallyaligned with the longron rivet lines on the aircraft surfac8incetherobot
actively mantains this dgnment, it is asume tha the rivet lines in the navigation cameras
fields of view will be within a smdl angle of horizont& or vetical. The line-fitting dgorithm
thus use angle tolerance and distance tolerance paameters to idantify lines of rivets.

Each par-wise combindion of two rives ddines aline segment. A table is usel to track which

segnent have been asgied b a ine. Each sementisinvestgated b seefiit is partof aline of

rivets. If the segment ha not ben assighed to aline, and theslopeof the segment is within a

specified ankp tolerance of horantal or vertical, then the equation of the line defibgthetwo

pointsis found. The equationof the line is egpressed in terms of hodmtal pies (x) and
vertical pixels (y). To improve conputatonal accuracy the equabns of horzontal lines are
expressed in terms of,»and vertical lines are pressed in terms of. yThe equationshavethe

form:

d
Horizontal lines: y(x) = xd—§+ y(0)
Vertical lines: dx
: x(y)= yd_y +X(0)
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The distance to the line is found for each rivet in the set that has not beemedssighe line.
Thefirst rivet in the sd tha is within thedistance threshold of theline is addel to theline. A
least squaes fit is usal to find a new equaion for therivet line. Since the equaion of theline is
modified, the process of findingvets that fallwithin the distancethresholdmustbe restarted.
This continues until no morerivets are within the distance threshold to thdine. If the resulting
line contans morethan two rivets, then theline is alded to alist of lines. The segments linking
therivets in theline are marked as useal in thesegment table. If the segment’s slopedid not fdl
within the threshold, or theresulting line only contans two points, the these segments ae aso
marked in the segment teble. The proaess ontinues by investigating the remaning segments.
When no more segents are left, a set of line equations is returned.

If matching horizontal segnent are dentfied in each ofhe head andatl images, a correcte
move can be calculated to brittge robot into correct algnent to perform the scarVertical
lines of rivets muld becombineal with amap of theaircraft strudureto keep treck of theposition
of the robot alonghe longeron.

6.3 FEEDBACK SWITCHES

To gve the robot a sense of self awareness, switches were addedsezahe-phaseobot to
provide feedback when actions were completed.

When an action sudisthe extensionof aleg occurs,anend-of-travekwitch providesa signal to

the contol software to indicae that the acton has been copeted. Once he softvare has
confirmation thatan acton has been copreted, the nex acion in the sequence can beeexied.

If no signal is sent to the control software, the nagtion isnot executed. This is in contrastto

the first phase where timirigops were used to alloenoudn time for the robotto completean

action, but no feedback was provideBHven if an action was not completed, thed¢ actionin

the sequencavas excuted, and the operator was required to notice the problem and stop the
robot. With the limit switches, the robot’say became much smoother.

Vacuum detection switches were also added to the robot duerggecond phasdheyare used
to deectif the sudion cups are hding to a surface.The vacuumswitcheshavean adjusable
threshold; if, for some reason, there were a vacuum leak araudi@ncup andif thethreshold
were notreached, e suadon cups akadyadhemg to the surface wodl notbe rekased.These
switchesareusedto minimize the possibilitythat the robot will lose adhesion to the surfathe
status of all switches & shown synbolicaly on the debuginterface screen desbed n
section 5.3.

7. CONCLUDING REMARKS

Throudh laboratorytestingat CMU and field testingtthe AANC in AlbuquerqueNew Mexico,
the technicalfeasibility of the robot inspection stem has been demonstratespecifically the
robot was able to achieve the followiggals:

. adheringto and walkingover an aircraft fuselagegardless ofthe orientationsof those
surfaces,
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. acquiringeddycurrent inspection data that appeared identaalanuallydeployed eddy
current sensors, and

. beingremotelyoperated usingideo and sensor feedback provided to the inspector.

Video camera-basad automdic dignment and navigation were demonstraed in an auxiliary
experiment usinga separate robot moviran an aircraft skin surfacelhroud the addition of
appropriateshroudingand illumination, these techniques were applied to the robot inspection
system.

A significant development effort remains before this robotic inspection technslsgitablefor
operational deplayent. Outstandingdevelopment issues include:

. reducingthe weidnt of the robot so that it is more comfortable to lift and position on the
fuselag,

. improvingthe mechanical rdiability and sped of thesystam,

. minimizing the scratchingf the skin surface biyhe suction cups and eddwyrrent sensor,

. redudion or dimination of theumbilical cable, and

automation of mangf the manuallycontrolled operations.

To commercialie the technolog a new mechanical siem would neetb be designedandbuilt
incorpording the lessons of this work. Furthe integration of the softwae systen by
incorporatingadditional human-computer interaction features to simplggration byaircraft
inspectors would also be requireddowever, additional economic angperationalbenefit
analyses maybe required to justifjurther efforts to develop this technojog
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