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Chapter 1. Introduction 

The United States Department of Transportation (USDOT) initiated the Active Transportation and 
Demand Management (ATDM) and the Dynamic Mobility Applications (DMA) programs to achieve 
transformative mobility, safety, and environmental benefits through enhanced, performance-driven 
operational practices in surface transportation systems management. In order to explore a potential 
transformation in the transportation system’s performance, both programs require an Analysis, Modeling, 
and Simulation (AMS) capability. Capable, reliable AMS Testbeds provide valuable mechanisms to 
address this shared need by providing a laboratory to refine and integrate research concepts in virtual 
computer-based simulation environments prior to field deployments. 

The foundational work conducted for the DMA and ATDM programs revealed a number of technical risks 
associated with developing an AMS Testbed which can facilitate detailed evaluation of the DMA and 
ATDM concepts. Therefore, instead of selecting a single Testbed, it is desirable to identify a portfolio of 
AMS Testbeds and mitigate the risks posed by a single Testbed approach by conducting the analysis 
using more than an “optimal” number of Testbeds, reduces the resources available to enhance or 
improve the Testbeds to address the gaps. At the conclusion of the AMS Testbed selection process, four 
(4) AMS Testbeds were initially selected to form a diversified portfolio to achieve rigorous DMA bundle 
and ATDM strategy evaluation: San Mateo (US 101), Pasadena, ICM Dallas and Phoenix Testbeds. In 
addition, the AMS Testbed Team added ICM San Diego Testbed and the Chicago Testbed to the 
selected Testbeds to be able to cover the overall scope of the project and to further the research answers 
of the project. The analysis plan describes the overall approach for modeling and evaluating the impacts 
of DMA bundles and ATDM strategies. In addition, the analysis plan helps to test the hypotheses of the 
DMA and ATDM Programs and evaluate the implementation’s costs of their applications. 

The primary purpose of this report is to document the analysis plan approach for the San Diego Testbed. 
The San Diego Testbed facility comprises of the interstate I-15 and associated parallel arterials and 
extends from the interchange with SR 78 in the north to the interchange with Balboa Avenue. It includes 
the cities of Escondido, Poway, and San Diego. This Testbed will be used to test ATDM strategies 
including Predictive Traveler Information, Dynamic HOV/Managed Lanes, Dynamic Routing, Dynamic 
Speed Limits and Dynamic Merge Control as well as DMA application bundles including: INFLO (queue 
warning, speed harmonization, cooperative adaptive cruise control) and MMITSS bundles. The Testbed 
will integrate third party software implementing these strategies and applications, with a general data bus 
to link all systems as well as AIMSUN-based network serving the virtual reality. 

This Testbed will be used to test several ATDM strategies and several DMA applications. The ATDM 

strategies will be tested considering a proactive network management approach that adopts simulation-

based prediction capabilities. These strategies include Dynamic Lane Use Control with Dynamic 

HOV/Managed Lanes, Dynamic Speed Limits, Dynamic Routing, and Dynamic Merge Control, the 

Intelligent Network Flow Optimization application (INFLO including Q-WARN, SPD-HARM, CACC), and 

the Multi-Modal Intelligent Traffic Signal System. Testbed is developed using the Aimsun software, which 

was developed by Transport Simulation Systems.    

This report is organized into four chapters as follows: 

 Chapter 1 – Introduction: This chapter presents the report overview and objective
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 Chapter 2 – Testbed Description: This chapter presents the regional characteristics of the 

Testbed, the proposed operational conditions, the results of the cluster analysis and the selection 

of the baseline scenarios.   

 Chapter 3 – Model Calibration Methodology: This chapter presents the methodology used to 

calibrate the Aimsun ICM model, validate it against the operational conditions of the baseline 

typical day (Tuesday/Thursday average) as well as the scenarios days selected for the Testbed. 

The methodology describes the process used to adjust the different model parameters.  

 Chapter 4 – Calibration Results: This chapter summarizes the model calibration results. It 

provides a comparison between the operational conditions observed for each scenario and the 

corresponding model results. 
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Chapter 2. Testbed Description 

This chapter describes the testbed details including its geography, usage and traffic characteristics as 

well a briefing on the Cluster Analysis that is performed to help in identifying representative operational 

conditions. 

2.1 Testbed Overview 
The San Diego Testbed facility comprises of a 22-mile stretch of interstate I-15 and associated parallel 
arterials and extends from the interchange with SR 78 in the north to the interchange with Balboa Avenue 
as shown in Figure 2-1. The current I-15 corridor operates with both general-purpose (GP) lanes and four 
express lanes from the Beethoven Drive DAR to the southern extent of the model. The express lanes are 
currently under construction from Beethoven Drive to SR-78 and will only be included in the future 
models. These lanes currently run with two northbound lanes and two southbound lanes and are free to 
vehicles travelling with two or more passengers in the car (High-Occupancy Vehicles, or HOVs); they also 
allow Single Occupancy Vehicles (SOV) to use the lanes for a fee, using a variable toll price scheme 
making them High Occupancy Tolled (HOT) lanes. In addition, it is possible to change the lane 
configuration of the express lanes with the use of barrier transfer (zipper) vehicles and the Reversible 
Lane Changing System (RLCS). The entry to the GP lanes is managed during the morning and evening 
peak hours throughout the corridor by the Ramp Metering Information System (RMIS) that has localized 
ramp meters running the San Diego Ramp Metering System algorithm. Along the arterials there are two 
corridors, which are running a Traffic Light Synchronization Program (TLSP) that allows for the use of a 
more responsive coordinated directional approach to manage the traffic in the peak directions. The TLSP 
corridors use an algorithm to step through the available timing plans to apply the appropriate plan for the 
corridor to handle the level of flow.
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Figure 2-1: The I-15 Corridor in San Diego, California [Source: Aimsun and SANDAG] 

 

For the US 75, the freeway incidents occur at an average frequency of about two incidents per day; 

resulting in severe congestion especially during the peak periods. In general, the travel time for about 

50% of the peak periods is greater than the average travel time recorded during the peak period for the 

US 75 freeway. This pattern is observed for the northbound and southbound directions. Congestion 

related to adverse weather conditions has also been observed along the corridor. While such conditions 

are not frequently encountered, their impact on the overall operational performance of the corridor is 

significant as drivers are generally not used to driving in such conditions. Based on data collected in 

2013, the highest level of congestion is observed along the NB direction in the afternoon peak period with 

an average speed of about 25 miles per hour. In the morning peak period, congestion is typically 

observed along the SB direction with an average speed of about 32 miles per hour. The measured daily 

VMT varies by no more than ±10% from the average value of all days observed. Another important 

observation is that the morning peak period is generally subjected to more variability in the demand level 

than the afternoon peak period. The VMT ratio - which is defined as the ration between the VMT recorded 

for a peak period and the average VMT for all peak periods in the analysis horizon - ranges from 0.2 to 

1.4 in the morning peak period, and it ranges from 0.3 to 1.2 in the afternoon peak periods. 
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Several operation management strategies have been developed for the US 75 corridor as part of the 

ongoing ICM project. These strategies focus primarily on a) providing real-time multimodal traveler 

information that allows travelers to better plan their trips using a newly-developed regional 511 system; 

and b) implementing efficient traffic management schemes (response plans) to mitigate non-recurrent 

congestion. The real-time simulation-based prediction subsystem, DIRECT, is used to quantify the 

potential benefits associated with deploying a response plan as recommended by the decision support 

system. 

2.2 Cluster Analysis Results 
This subsection describes the cluster analysis that was performed for this testbed. 

2.2.1 USDOT ICM Evaluation Team Cluster Analysis 

As part of the ICM San Diego Evaluation, Battelle performed a cluster analysis for the post-deployment 
analysis. Table 2-1 and Table 2-2 summarize the findings of this analysis that was principally focused on 
analyzing incidents within the corridor. The AM peak hours start at 5 AM and ends at 10 AM. The PM 
peak hours start at 2 PM and ends at 7 PM. 

The variables considered in the cluster analysis are listed below:  

 Duration (min): This is the recorded duration of the incident as given in the California Highway 
Patrol (CHP) records.  

 Volume: Average demand in the cluster in vehicles per hour.  

 Travel Time: Average recorded end-to-end travel time in minutes for the I-15 freeway.  

 Single Incident Delay Impact: This is the difference in the observed travel time versus free-flow 
travel time and is an indicator of the delay caused by the incident.  

 Incidents per Period: Average number of incidents in the analysis period and is computed as the 
ratio of the total number of incidents to the number of days (or periods).  

 Days in Cluster: Represents the days identified to be in the cluster.  

 Total Cluster Delay Impact: This is the product of single incident delay impact and days in the 
cluster.  

 
The final data sets provided were reduced to the AM and PM peak period as the evaluation focused 
on periods where the ICM system developed and deployed a response plan in reaction to non-
reoccurring congestion. As the I-15 corridor is a North/South corridor serving daily commuters to and 
from downtown San Diego, the data sets provided focused on the AM Southbound and the PM 
Northbound cluster. Table 2-1 and Table 2-2 show the summary results of the top clusters analyzed 
from the AM and PM periods. Clusters highlighted in green represent clusters where a representative 
set of data was provided to the team for a day within the cluster where an incident was present and 
an ICM response plan was implemented.   
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Table 2-1: AM Southbound ICM AMS Evaluation Cluster Analysis Summary 

 
 

Table 2-2: PM Northbound ICM AMS Evaluation Cluster Analysis Summary 

 
 

For the four AM and five PM clusters, nine sets of data were provided. These data sets included the 

speed and volume detector station data for the following: 

 27 NB HOV Lanes stations: 22 working stations and 5 faulty stations;  

 25 SB HOV Lanes stations: 21 working stations and 4 faulty stations;  

 39 NB General Purpose Lanes stations: 36 working stations and 3 faulty stations;  

 43 SB General Purpose Lanes stations: 39 working stations and 4 faulty stations;  

 77 On/Off Ramp stations;   

Although the data was provided for the ramp stations, following a review of the initial data provided, this 

data was not part of the cluster analysis and is only available for calibration purposes. The full details of 
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the algorithm and process involved with the cluster analysis that was conducted as part of the ICM AMS 

evaluation process was performed by Battelle, and a separate report is available for that1. 

2.2.2 Typical Day Cluster Analysis 

As part of the ICM system, that is currently running 24 hours a day 7 days a week, 11 different day types 

or “clusters” were developed to provide the demand matrices and the historical data sets for the ICM 

prediction models and for the ICM event generation and evaluation process. One primary difference from 

this cluster analysis and the analysis performed by the Battelle team (in Section 1) is that this analysis 

was for non-incident conditions. Below are the 11-day types that were identified: 

 Type 1 – Monday  

 Type 2 – Tuesday and Thursday  

 Type 3 – Wednesday  

 Type 4 – Friday  

 Type 5 – Saturday  

 Type 6 – Sunday  

 Type 7 – Rainy weekday  

 Type 8 – Rainy weekend  

 Type 9 –Soft holiday – these are holidays like Columbus Day, which some people treat as a  
normal working day.  

 Type 10 – Hard holiday  

 Type 11 – Christmas and Thanksgiving (although hard holidays, these ones have a particularly  
low demand.)  

 
Mining the historical data and identifying the various trends in the traffic selected these 11 days. These 

demands were further adjusted to better match the current conditions using detection count data, and 

running an origin/destination adjustment process in Aimsun. These adjusted demands are the demands 

that can be used for both the online system and for any offline analysis of the corridor under typical 

conditions. This demand data and the real-time context data from the available feeds allow for the Aimsun 

Online model and therefore the offline models to be able to model any conditions. 

The data used to develop the trends and day types was first collected in 2012, and has been updated 

with more recent data with the latest update to the types 1-4 being completed in November of 2015. In 

using the data sets, two strategies to identify the patterns and train the models were considered: 

 Using qualitative variables: such as the day of the week, the weather, special events, etc.  

 Through similarities of the observed traffic flow: by making groups of similar days, just using real 

 data, no matter what the contextual variables are (it only matters for the resulting flow profile)  

Early tests with the two strategies showed that strategy number two required substantial computational 

effort and that both methods provided similar results; for this reason, strategy number one was chosen. 

Figure 2-2 shows the plots of the data for one detection station identified by day type. The various 

patterns can be observed within this plot with a significant variation between Weekdays, Weekends, and 

raining days, and only minor variation between the various weekdays. 

                                                      
1 M. Omay (Battelle), ICM Evaluation – San Diego Site Cluster Analysis – Daily Incident Probability, 
March 2016. 
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Following the completion of each update to the system, that typically uses 3-4 months of new data to 

update the demand patterns within the system, each day type goes through a quality check to ensure that 

the data is able to provide a reasonable fit to the real data provided for the network area. The use of this 

typical day data and the previous quality checks means that this day can be used to analyze a non-

incident condition within the system. 

As part of the evaluation of the ICM system and the ongoing system maintenance a recent update to the 

travel demand data (cluster like analysis to update typical day types) was performed using data from over 

200 arterial and freeway detection stations that were collected in February 2015 to May 2015. 

The following are the steps involved with the update to the travel demands, and are similar to the steps 

that were done with previous updates and the initial development of the day types. 

Step 1. Review and Update of Detection 

A revision of the whole model was done and the detection was updated to account for the updates of the 

external systems. In this process a large number of Vehicle Detection Stations were added to the 

detection previously used, and 13 stations were added for just speed calibration as the stations do not 

cover all of the mainline lanes. Detection from five new Ramp Metering Information Systems stations 

were also included along SR-56. It should be noted that some of the new stations are replacements to 

older stations. 

Step 2. Data Collection 

Raw data was collected from PeMS, RAMS and CPS sources between the dates of January 2015 and 

May 2015 to update the historical patterns for the Monday, Tuesday/Thursday, Wednesday and Friday 

day types. The data were converted from the raw form to five-minute aggregated data. Figure 2-2 shows 

an example of the data collected for station 1108427. 

Step 3. Creation of Patterns for the Different Day Types 

After collecting the raw data and aggregating to 5-minute intervals, several filters were implemented, and 

detectors with non-valid data were identified. Some of the filters are implemented before any data 

treatment (detectors with PeMS Observed Parameter lower than 100, comparison with the inventory) and 

some of the filters were applied to discard detectors after treating the data. Some examples of the filters 

after grouping data are: filtering consecutive zeroes, calculating patterns only when four or more historical 

time series were available, and checking visually for anomalies. Figure 2-3 shows an example of a 

detector that was discarded due to irregular data where a distinct pattern cannot be found, as 

demonstrated by the spikes in each day plot. 
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Figure 2-2: Example of Historical Data Available for Detector 1108427 (different colors represent 

different types of day) [Source: TSS] 

 

 
Figure 2-3: Example of Detector Discarded for Irregular Data (SanDiego.1241.s) [Source: TSS] 
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The historical daily time series available were grouped by type of day for weekdays, considering Monday 

as one pattern, Tuesday/Thursday as another, Wednesday, and finally Friday. All weekday data were 

classified into four different patterns. The patterns were calculated for 5, 15 and 60-minute intervals, with 

the 15-minute interval being the ones the study was mainly focused on. Once the historical daily time 

series were classified, the daily pattern was obtained by using the median values. Occasional outliers do 

not influence as significantly the median as they would influence the mean values. Figure 2-4 shows the 

example of pattern for Wednesday for detector 1100498 with 15-minute intervals (the black line is the 

median pattern and the orange lines are historical data). 

 
Figure 2-4: Example Wednesday Pattern Data for Detector 1100498 [Source: TSS] 

 

Step 4. Creating and Training the Models 

The same time period of data (January through May of 2015) was used to train the predictive models. 

A predictive model can be described as follows: “given a time point t and a detector D, produce a 

prediction of the flow (or other provided measure) of that detector at time t+h, using all the information 

available at the moment t”. 

The model can be specified as: 

Y = f(X) 

where: 



Chapter 2 Testbed Description 

 

U.S. Department of Transportation 
Intelligent Transportation System Joint Program Office 

AMS Calibration Report – San Diego |11 

 Y is the objective variable (flow, occupancy, or speed at time (t+h) 

 X the matrix containing the necessary information to feed the model and calculate the prediction 

at time t 

 f represents the model function which maps the input X to the desired output Y. 

The dataset used to build the models comprehends the period between January and May 2015. For all 

the corresponding days, this set has been subset for each detector and time point of the day (with a 15 

minutes offset) and within this data subset X models have been built for each forecasting horizon (15, 30, 

45, 60 and 75 minutes). 

The matrix X contains the explanatory variables of the model, specifically: the data of the selected 

detector at time t, and the data from all the neighbor detectors (upstream and downstream) within a 

specified travel time radius (determined by the forecasting horizon). This relation of upstream and 

downstream detectors in the network is calculated based on a Macro Assignment scenario that provides 

the paths that vehicles will follow. 

The model training process has been based on the LASSO method, which adds a regularization term to 

LS (L1 norm). Although it may seem similar to ridge regression, it has added benefits. For instance, it 

performs regression and variable selection at the same time. A variant of the LASSO is the group 

LASSO, which penalizes groups of variables together, performing not a variable selection, but a group 

selection. So (regarding a group as a detector through a time window) it selects the relevant detectors, 

leading to a high level of interpretability in terms of traffic modeling. Elastic net is a variation of the LASSO 

method that deals better with multicollinearity. See [Tibshirani, 96], [Zou and Hastie, 05] and [Yuan and 

Lin, 06]. 

Finally, after the parameter calibration process, we include a validation step to measure the ability of the 

model to generalize when another set of new data is used (different from the data used for training). In 

order to select the model with higher accuracy, a 5-fold cross-validation scheme was used. This is the 

most standard way to ensure that the errors estimated in the training stage will be consistent with future 

predictions. In the 5-fold cross-validation, the set of historical days is split into 5 groups. For each group g 

the procedure is: Remove the group g of days (called the test sample) from the historical data. The 

remaining set is called the training sample. Then train the model with the training sample, evaluate 

predictions with the test sample, then the mean of the errors achieved by these five test samples is 

calculated. 

Step 5. Generation of Demand Matrices for each Typical Day 

With the patterns updated, the detector models trained, and simulation network updated the final step is 

to produce the typical day Origin/Destination (OD) matrices by performing OD estimation both with a 

static and dynamic adjustment the steps are as follows: 

 Execute static adjustments, with the old matrices as the starting point, adjusting against the new 

pattern data. One adjustment is done for every 15 minute period for each pattern (96x4patterns 

static adjustments) taking into account 11 vehicle types.  

 Creation of the path assignment files running a macro assignment every 15 minutes of 1-hour 

duration. These will be the initial paths for the dynamic adjustments.  

 Execute dynamic adjustments, with the adjusted matrices from the static adjustment as the 

starting point, and using the path assignment files produced. The dynamic adjustment helps in 

redistributing the demand along the day taking into account the travel to avoid a shift in the peak 

hours between the demands versus the values experienced in the model/road.   

Figure 2-5 and Figure 2-6 show the demand profiles for the AM and PM peak periods.  
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Figure 2-5: AM Travel Demand Profile (X is the 15 minute time slice between 5 and 10 AM, Y is the 

total number of vehicles that start a trip during the interval) [Source: TSS] 

 

 
Figure 2-6: PM Travel Demand Profile (X is the 15 minute time slice between 2 and 7 PM, Y is the 

total number of vehicles that start a trip during the interval) [Source: TSS]
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2.3 Identification of Baseline Scenarios  
Based on the available data from both the AMS evaluation cluster analysis and the ICM Real Time 

System, four periods have been identified to be used as potential model periods for testing of the ATDM 

and DMA applications (Table 2-3). Of these four periods, two represent the morning peak and the other 

two represent the evening peak. The team has selected days for these four cases based on cluster 

frequencies from the completed Battelle cluster analysis report and are shown below in Table 2-3. 

Table 2-3: Summary Data of Clusters and Days  

                       

 

SB-MD-MI SB-MD-HI NB-HD-HI NB-HD-MI 

Representative 
Day 

5/27/2015 2/9/2015 3/27/2015 7/7/2015 

Operational 
Condition 

Southbound (AM) 
+ Medium 
Demand + 

Medium Incident 

Southbound (AM) 
+ Medium 

Demand + High 
Incident 

Northbound (PM) 
+ High Demand + 

High Incident 

Northbound (PM) 
+ High Demand + 
Medium Incident 

VPH 6,201 6,348 9,034 8,870 

Total Cluster 
Delay (mins) 

49.88 108.03 99.72 63.25 

Number of 
Incidents/Period 

1.9 3.7 5.5 2.1 
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Chapter 3. Model Calibration 

Methodology 

This chapter describes the methodology used to calibrate the underlying model against the selected 

baseline data for the typical days used for the ICM model.  

This chapter describes the calibration methodology and illustrates how the different model parameters are 

adjusted such that the observed traffic pattern and associated congestion phenomena are replicated. 

Figure 3-1 shows evolution of the models from the San Diego ICM Online model to the individual cluster 

models.   

 

 

Figure 3-1: Model Calibration History [Source: TSS] 
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3.1 An Overview of the Calibration Methodology     
The original ICM Online Aimsun model went through a full calibration and in order to prepare for the 

calibration steps it was important to have an understanding of the model approach that was implemented. 

The calibration approach applied to the San Diego I-15 ICM Aimsun Online model is based off of the 

approaches laid out by the FHWA within the Traffic Analysis Toolbox Volume IV2 and Volume III3. Figure 

3-2 (based on figure 45 from Volume IV) summarizes within a flow chart the basic iterative structure of the 

approach.   

 
Figure 3-2: Flowchart for the Calibration Approach [Source: FHWA] 

 

With each step of this approach the observed field observations and MOEs were compared with the 

model results and MOEs and the model parameters for each step are adjusted until the established 

targets were achieved. Once all three steps were completed and the model was deemed to be calibrated 

and a good representation of real world conditions it was seen as being valid. In some special cases 

where the model is unable to meet the targets for all occasions the model can be seen as valid as long as 

a justifiable reason is provided and approval given by the SANDAG review team. An example of one such 

situation where the targets are not met could arise when the confidence in some field results is not a 

100%. In these cases, the observed data at the location in question may not line up with other observed 

data. For this reason, the analyst may choose to not include this location as part of the calibration data.   

For the San Diego I-15 ATDM/DMA Testbed the final calibrated model from the Post ICM Evaluation was 

taken as the base for the cluster models; the full AMS calibration results are included in this report. For 

more details of the step-by-step process for the calibration of the existing ICM network the “San Diego 

ICMS – Simulation Calibration Performance Report” can be used. This report is available from the 

                                                      
2 Peter Holm, Daniel Tomich, Jaimie Sloboden, Cheryl Lowrance, Traffic Analysis Toolbox Volume IV: 
Guidelines for Applying CORSIM Microsimulation Modeling Software, FHWA-HOP-07-079, Federal 
Highway Administration, January 2007 
3 Dowling, R., A. Skabardonis, and V. Alexiadis, Traffic Analysis Toolbox Volume III: Guidelines for 
Applying Traffic Microsimulation Modeling Software, FHWA-HRT-04-040, Federal Highway 
Administration, July 2004 
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USDOT Research and Innovative Technology Administration. Chapters 3.2 and 3.3 outline some of the 

initial calibration steps and the AMS update. 

3.2 I-15 Online Model Calibration 

3.2.1 Capacity Calibration 

The first step in the calibration process is to insure that the error-checked model correctly represents the 

capacity; in order to perform this task, global and local parameters are adjusted to match locally observed 

capacities. Below are the results of the capacity calibration for the model. This process will follow five 

steps as defined by the FHWA guidelines: 

1. Collect/calculate field measurements of capacity. 

2. Obtain model estimates of capacity. 

3. Freeway capacity calibration 

4. Arterial capacity calibration 

5. Over all capacity check 

3.2.1.1 Freeway Capacity Calibration 

Using an iterative process of comparing the calculated real world capacities to the estimated model 

capacities the global parameters that impact the capacity of the model were adjusted. By comparing how 

the speeds drop with the increase in volumes and the development of congestion similar to real world 

conditions the Analyst was able to establish a reasonable representation of the correct capacity. Although 

there have been issues extracting a typical plot of capacity from the PeMS database for showing the 

validity of the observed capacities this section will be updated shortly to include this data. 

3.2.1.2 Surface Street Capacity Calibration 

Also using an iterative process similar to the freeway sections the global and local parameters associated 

with intersection approaches and intersection movements were adjusted. By adjusting the reaction time at 

stop (the time it takes for a vehicle to react from a stopped position) and the reaction time at a signal (the 

time it takes for a vehicle to react at a signal) the real world and modeled intersection capacities were 

matched. Table 3.1 below summarizes the comparison of some sample data for some congested signals 

and the similar data from the model. Based on the analysis the average approach capacity or saturation 

flow rate for a signalized location was approximately 1495 vehicles per hour per lane. The tables below 

show the comparison of saturation flow rates for 5 different approaches from observed data and the 

model intersection approaches with the revised parameters. As shown in these tables the results indicate 

a reasonable and acceptable match. Prior to changing the parameters, the simulated saturation flows 

were significantly higher than observed.  
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Table 3-1: Intersection Approach Capacity/Saturation Flow comparisons. 

 

3.2.2 ITS Applications Calibration 

In order to replicate the various ITS systems that are currently part of the corridor, the modeling team 

created APIs to emulate their functionalities. The following list shows the ITS systems either currently 

operational within the system or planned: 
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 Ramp metering (current) 

 Congestion Pricing System along I-15 (current) 

 Changeable Express Lane system (planned) 

 Responsive Traffic Control System (planned) 

The following sections define the testing process for each of the ITS applications. 

3.2.2.1 Ramp Metering 

The San Diego Ramp Metering System (SDRMS) was emulated by developing an Advanced 

Programming Interface (API). This API was designed to recreate both the fixed time and the responsive 

configurations. For the locations set to fixed time the ramp rate depends on a fixed schedule. For the 

responsive locations the API reads the Time of Day (TOD) tables and the correct starting and end 

thresholds for mainline volumes. The API then activates or deactivates ramp metering depending on the 

threshold. When active, the API sets the flow rate based on the mainline flow or occupancy (whether the 

decision is based on flow or occupancy is a system setting; typically flow is used on the I-15 corridor). 

Once the API was developed, it was important to check that it was operating properly, i.e. that the correct 

number of vehicles per green were entering, that metering was properly activated and deactivated, and 

that the logic was stepping through the rate table. A detailed check was performed at one location, 

followed by a higher level system-wide check. 

The detailed check procedure was as follows: 

I. Warm up the network by running a relatively low demand for several hours to ensure that the 

network flow is stabilized at a value other than zero. 

II. Gradually increase the mainline flow to check that the ramp metering detects the change of 

traffic volume and reduces the input volume rate accordingly. 

III. Decrease the mainline flow to check that the ramp metering increases the input volume until 

the shut off threshold is met and the ramp metering is turned off. 

IV. Finally, increase again the mainline traffic to check that the metering is turned back on. 

The detailed check was performed at Carmel Mountain Road, and it was found that throughout the 

process the ramp meter functioned as it was supposed to. The ramp meter turned on when the threshold 

value (8250 veh/hour) was reached for the associated mainline flow detector. Then as the rate increased, 

the rate of discharge decreased accordingly to ensure that less traffic was joining the mainline traffic. 

Once the rate reached its minimum release rate, the flows were decreased and it was shown that the 

ramp again responded accordingly by increasing the rate of discharge. Finally, when the mainline flow 

reached the threshold value for the shutdown (6625 veh/hour), the ramp turned off metering as expected. 

Checking was then done on the entire system to ensure that it is functioning as it is supposed to. This 

process was a more general check and did not involve stepping through all the rates for every location: 

I. It was checked that all the ramps changed entrance rates as traffic increased in the AM peak 

period. 

II. The test was repeated for the PM peak, as different rate tables are used, in order to verify 

that the system was working with different sets of parameters. 

In this case a visual inspection was done to determine whether the system was responding to the traffic 

demand that was being loaded on the system. It was shown that as the demand increased over the peak 

period that the rates were adjusted by the system accordingly 
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3.2.2.2 Congestion Pricing System (CPS) 

The Congestion Pricing System (CPS) API was tested to ensure that proper prices were being calculated 

and that vehicles were reacting as expected to the change of cost. For this purpose, two tests were run. 

In the first test, the typical day model was run to determine if the system was pricing the level of traffic 

appropriately. In the second test, a lane closure was introduced to determine if the vehicles would re-

route dynamically based on their perceived travel time cost. 

In the first case, the model was run under typical day conditions with the CPS enabled. The system 

displays the minimum toll, which is the toll assessed for a vehicle to go from the current entry point, to the 

next exit point, which can either be an intermediate access point (IAP), a direct access ramp (DAR), or 

the end of the managed use lanes (MUL’s). 

This allowed for a direct comparison of the prices displayed for the minimum toll. These values are given 

using the TOD tables and the Entry Plaza inventory provided by the CPS system. To ensure that the 

system was responding to changes in demand, the section between Hale Avenue and Felicita Parkway 

was used. To conduct the test, values were taken on the quarter hour for the density and the toll and are 

displayed in Table 3-2. It can be shown that as the density changes with time that the values for the toll to 

the next entry/exit point at Felicita given by the CPS respond accordingly. 

Table 3-2: Sample of CPS Price Calculations from the Aimsun I-15 model at Hale Avenue Entry 

 

These results showed that the CPS is accurately calculating the downstream density as per the 

methodology laid out by the Transcore documentation. This is important because the system does not 

use a straight average to determine the price. Instead it uses an average of only the detectors that have 

higher density than their immediate upstream neighbor. Which means that tolls will be charged based on 

the amount of congestion that is present between the user and the next free flow instance. 

3.2.2.3 Changeable Express Lane System (CELS) 

As part of the base model the changeable express lane system is not in operation. It is understood that 

the system is being tested and changed from a 2 northbound and 2 southbound lanes to 1 northbound 

and 3 southbound every second Wednesday; this is not seen as a typical day. The calibration of this 

system used the data provided by the CPS data feeds.   

3.2.2.4 Responsive Traffic Control Systems (RTCS) 

During the initial calibration phase the system was still being tested in the field and was not initially 

included as part of the calibration. Once the system was turned on in the real world the system algorithms 

and parameters were implemented in the models. 

3.3 I-15 Post ICM Evaluation Reasonableness Assessment 
The Reasonableness Assessment methodology compared the I-15 2015 model volumes, travel times, 

and speeds (including bottleneck locations) with field observed data in 2015. The methodology included 

four steps, as detailed in the following sub-chapters 
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3.3.1 Data Collection 

The first step in the Reasonableness Assessment was to obtain the necessary data inputs. The data 

inputs for this assessment of the I-15 corridor included volumes observed in the field and speeds from the 

following sources: Freeway General Purpose (GP) Mainline Lanes; Freeway Managed Lanes (ML) – HOV 

& SOV (tolled); On and Off Freeway Ramps; and, Arterials. 

The data used corresponded to a typical day and to a day with an incident. In calculating the typical day, 

data were used from a day that was clear of incidents during the peak periods. In the initial calibration of 

the I-15 model, as part of the implementation process, we used both static counts and live data from the 

external systems, as limited arterial data were available. We added further arterial data to the external 

data and included it as part of this analysis (please see the conclusion of the Reasonableness 

Assessment for a more detailed discussion). For this exercise the data sources included Caltrans 

Advanced Traffic Management System (ATMS), the Ramp Metering Information System (RMIS), and the 

Regional Arterial Management System (RAMS). Since the last update to the real-time model, a number of 

improvements have been made to the ATMS stations and hence this effort includes data from the stations 

currently in use and the stations that have been updated since the last model update using the Caltrans 

Performance Measures System (PeMS). Where available, we used PeMS data and whenever an issue 

occurred, we used external system data, filling the gaps with pattern data; this gave a higher level of 

fidelity to the volume and bottleneck checks than using only the current online data set. 

3.3.2 Assessment Criteria 

The Reasonableness Assessment methodology employed similar elements of the model calibration criteria 
as detailed in the FHWA Guidelines for Applying Traffic Microsimulation Modeling Software. The 
Reasonableness Assessment included two types of data comparison: 

1. Volume Comparison – The first part determined whether the 2014 I-15 post deployment model 
reasonably replicates observed volume data for 2014. The criteria for comparing hourly flows between 
model and observed values are summarized in Table 3-3. Note that peak periods are defined as 6:00 
AM to 10:00 AM for the AM peak period, 10:00 AM to 2:00 PM for Mid-Day (MD), and 3:00 PM to 7:00 
PM for the PM peak period. 

2. Travel Speeds and Bottlenecks – The reasonableness assessment of the model’s speeds was based 

on a visual audit that compared speed contour diagrams from detector data from a typical weekday 

with modeled speed data, as shown in Table 3-3. The speed contour diagrams depict typical 

weekday speeds along the I-15 corridor during the AM, Mid-Day and PM peak periods as defined 

above. 
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Table 3-3: Reasonableness Assessment Criteria and Targets 

Criteria and Measures Targets 

Hourly Flows, Model vs. Observed  

Traffic flows within 15% of observed 

volumes for links with peak-period 

volumes greater than 2,000 vph 

For 85% of cases for links with peak-period volumes greater 

than 2,000 vph 

Sum of all link flows Within 5% of sum of all link counts 

Visual Audits  

Individual Link Speeds:  Visually 

acceptable Speed-Flow relationships 

To analyst’s satisfaction 

Bottlenecks:  Visually Acceptable 

queuing 

To analyst’s satisfaction - Bottleneck formation and 

dissipation is verified by matching the field and simulated 

flow breakdown rate (capacity) at bottleneck locations, 

verifying bottleneck queues are generally beginning at the 

same location and time of day in the simulation as in the 

field, shockwave speeds are consistent between the field and 

simulation, and queue dissipation and the end of queue are 

consistent between the field and simulation data. 

3.3.3 Model vs. Observed Data Comparison 

The third step of the Reasonableness Assessment involved comparing the 2014 model 

outputs/performance measures against field data along the I-15 Corridor. The criteria established in Step 

2 were then utilized to determine whether the model results adequately replicated the field data. 

3.3.4 : Travel Demand and Network Adjustments 

Based on the results of the initial comparison conducted in the model vs. observed task, additional work 

was needed in order to adjust the overall utilization of the managed lanes in the NB direction during the 

peak hour. The main step in this was to adjust the travel demand distribution of vehicles that can access 

the managed lanes as HOV vehicles or SOV vehicles with a toll responder. After these changes were 

made a better fit to the real values was achieved. 

3.4 I-15 San Diego ATDM/DMA Calibration 
The “Post ICM Evaluation” model, which was calibrated based on the typical day dataset, was used as 

base to model the four cluster scenarios with incidents. For each cluster scenario, the same traffic 

demand (AM or PM peak for the typical day) was loaded on the network, and the time, location, scope 

and duration of the incident was coded on top of the base network. Each model was then fine-tuned to fit 

the validation criteria as outlined in Table 3-3 by comparing with the real data set for the specific day of 

the cluster. Furthermore, a goodness check was done for counts less than 2,000 veh/hr to provide validity 

to the ramps. 

Finally, in order to test the MMITSS application a hypothetical incident scenario that creates a 2 hour 2 

lane blockage in the NB PM typical day model around the area of Rancho Bernardo Road will be built. 

The red area in Figure 3-3 shows the estimated location for the hypothetical event.  
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Figure 3-3: Location of the incident in the hypothetical scenario to test the MMITSS application 

[Source: TSS]
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Chapter 4. Calibration Results 

As described above, analyzing the operational conditions along the I-15 Corridor has resulted in having a 

typical day model and four main clusters that define the dominant operational condition for the corridor. A 

representative peak period is identified for each of these clusters as explained in Chapter 2. An intensive 

calibration effort was taken as part of the Post ICM Evaluation for the typical day model followed by 4 less 

extensive, due to the quality of the initial calibration, representative peak period calibrations. Thus, the 

model is calibrated to represent four different incident scenarios as well as both the AM Peak and the PM 

Peak of typical Tuesday or Thursday.  

This chapter summarizes the results of the typical day calibration as well as that of each cluster. It 

provides a comparison between the model estimation results and the corresponding real-world 

observations.  

4.1 Calibration Metrics    
A set of comparison metrics are generated for each calibrated baseline conditions. The metrics include: 

1. The percentage error between the observed and estimated hourly traffic volumes for all freeway 

detectors for both directions. 

This error is computed as the absolute difference between the observed hourly volume and the estimated 

hourly volume as a percentage of the observed volume. The percentage error is calculated for each hour 

during the 4-hour peak periods and for each available detector. In addition, the percentage error is 

recorded for the entire peak period for each detector location. The count check was performed for 4 

different classifications with varying targets for each. The classes are as follows: 

 Flows < 750 veh/hr, target range of <15% or <150 veh/hr difference, target criteria of >75% of 

counts meeting target range. 

 750 veh/hr < Flows < 2000 veh/hr, target of <15%, target criteria of >75% of counts meeting 

target. 

 Flows > 2000 veh/hr, validation target of <15%, validation criteria of >85% of counts meeting 

target. 

 Sum of all counts validation target of <5% absolute difference. 

In the calibration tables below cells are colored according to these calibration targets: green means that 

the target has been met, yellow that there is a negligible difference, and red when there is a significant 

difference. 

2. Visual comparison between the observed and estimated speed profile for both freeway directions 

The estimated time-varying speed profile for each detector is compared against its observed one. The 

detectors are ordered based on their sequence along the freeway and the speed is recorded for each 

observation interval (5 minutes for the typical day, 15 minute for cluster scenarios). A color code is used 

to indicate the level of congestion with the green representing high speed, yellow and orange 

representing moderate speed and red representing slow traffic. A visual inspection is used to conduct this 

comparison. 
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The objective is to ensure that the model is generally able to capture the bottleneck patterns and speed 

reduction associated with non-recurrent congestion, if any.  

4.2 Calibration Results for Baseline – Typical Day 
As described earlier, the base model on top of which the four cluster scenarios have been coded was 
originally built and calibrated for the USDOT ICM I-15 Post Deployment Evaluation work. The results 
presented in this section are for a typical weekday, using the Tuesday/Thursday averaged field data. The 
typical day was seen to represent a Medium Demand (MD) day type similar to the 4 clusters. 

4.2.1 Link Count Comparisons 

A total of 86 freeway mainline stations and 7 managed lanes stations in the AM peak period, 89 mainline 
stations and 7 managed lanes stations during the PM peak period and 70 mainline stations in the Inter 
peak period had over 8000 vehicles (equivalent of 2000 vph). None of the available arterial stations meet 
the 8000-vehicle threshold. 

Table 4-1 shows the count comparison for all I-15 locations that meet the thresholds for the typical day. 
Table 4-2 and 4-3 shows the summary calibration per class for the AM and PM respectively while Table 
4-4 through Table 4-7 show the AM, and PM, peak four-hour volume comparisons of the mainline and 
managed lanes for the observed versus modeled link detector counts. Link count differences and percent 
differences are also shown in these tables.   

The summary of link count validations results for a typical, no incident day is as follows: 

 91 of the 93 links (97 percent) meet the 15 percent comparison criterion described in Table 8-1 
for the AM peak – Criterion 1 is met for the AM Peak.  

 91 of the 96 links (94 percent) meet the 15 percent comparison criterion described in Table 8-1 
for the PM peak period- Criterion 1 is met for the PM Peak.  

 69 of the 70 links (98 percent) meet the 15 percent comparison criterion described in Table 8-1 
for the Inter peak period- Criterion 1 is met for the Inter Peak.  

 The sum of all model link flows across all periods 6,881,464 while the sum of observed link 
counts is 6,879,770. These volume sums are well within 5 percent and thus Criterion 2 is met for 
the three combined periods.  

 The sum of all model link flows in the AM peak period is 2,407,128 while the sum of observed link 
counts is 2,407,567. These volume sums are within 5 percent and thus Criterion 2 is met for the 
AM peak period.  

 The sum of all model link flows in the PM peak period is 2,625,769 while the sum of observed link 
counts is 2,613,164. These volume sums are within 5 percent and thus Criterion 2 is for the PM 
peak period.  

 The sum of all model link flows in the Inter peak period is 1,848,567 while the sum of observed 
link counts is 1,859,046. These volume sums are within 5 percent and thus Criterion 2 is for the 
Inter peak period.  

 For all the peak periods none of the arterial counts meet the required 2000 veh/hr, thus there is 
no criterion to meet. Although there are differences between observed and modeled arterial 
volumes these counts are all included with the model sums for each period and hence the 
general flow of traffic along freeways and arterials meets Criterion 2.  

Table 4-1: Comparison of Aggregated Traffic Volume 
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Table 4-2: Summary Count Calibration AM Peak Period Results 

 

Table 4-3: Summary Count Calibration PM Peak Period Results 
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Table 4-4: AM Peak Period I-15 Link Count Comparison – Typical Day 
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Table 4-5: AM Peak Period I-15 Link Count Comparison – Typical Day (con’t) 
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Table 4-6: PM Peak Period I-15 Link Count Comparison – Typical Day  
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Table 4-7: PM Peak Period I-15 Link Count Comparison – Typical Day (con’t) 
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4.2.2 Delay, Speed and Bottleneck Comparisons 

Another component of the calibration criteria listed in Table 1 is the visual audit of model speeds and 

bottlenecks. Modeled versus field-observed speeds and bottlenecks can be compared using speed 

contour diagrams. Tables 4-8 through 4-11 compare the speed contours of southbound and northbound I-

15 during a typical day, generated using detector speed data from the average of PeMS for the general-

purpose lanes over the February to May 2015 period (Tuesdays and Thursdays only), and the offline 

simulation outputs. 

Comparisons of the detector and model speed contour plots show that the model is able to represent the 

bottleneck temporal and spatial extents for both southbound and northbound I-15 sufficiently realistically. 

The comparison shows that recurring congestion exists along the freeway during the AM peak in the 

southbound direction and during the PM peak in the northbound direction. Modeled congestion is within 

acceptable thresholds for observed temporal and spatial extents of observed congestion on the I-15 

freeway. It should be noted that one exception is the observed queuing in the observed speeds in table 4-

10 of the SB during PM conditions – Typical day. This congestion is not represented in the model as it is 

caused by a re-occurring condition downstream from the study area and is the representation of spillback 

from that condition into the freeway sections near the southern end of the model. It was decided to not 

calibrate to this condition using artificial capacity constraints as this would not benefit the over analysis 

plan and could result in an over calibration of the model.  
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Table 4-8: Southbound I-15 AM Observed (top) vs. Modeled (bottom) Speed Contours – Typical 
Day 
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Table 4-9: Northbound I-15 AM Observed (top) vs. Modeled (bottom) Speed Contours – Typical 
Day 
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Table 4-10: Southbound I-15 PM Observed (top) vs. Modeled (bottom) Speed Contours – Typical 
Day 
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Table 4-11: Northbound I-15 PM Observed (top) vs. Modeled (bottom) Speed Contours – Typical 
Day 
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4.2.3 Typical Day Summary 

Verifying that the model accurately represents the current traffic conditions in the field is an important 

component of any modeling project and the calibration is the way of showing that accuracy. This effort 

helps to ensure that the Typical Day baseline model is capable of accurately representing road 

geometries, demands, and post ICM deployment operational conditions in 2014 and 2015. The changes 

made and the lessons learned through this assessment contribute to the continuous improvement of the 

AMS modeling approach and the use of the model for the ATDM and DMA applications.  

New and more current field data were collected and several adjustments to the model were completed in 

order to improve the baseline model. The presence of additional information, therefore, allowed for a 

more accurate observed dataset to be compared to the model outputs. Having met the calibration targets, 

the Typical Day model (AM and PM peak periods of a normal Tuesdays and Thursdays) was considered 

suitable to be used as the base for the development of the cluster models and the hypothetical model. 

Specifically, the four models were built from SB AM-period model for typical Tuesday/Thursday and NB 

PM-period model for typical Tuesday/Thursday of the day types described in Section 2.1.2. 

4.3 Calibration Results for Baseline – Cluster SB-MD-MI 

(5/27/2015) 
As explained early in the process the Cluster models were developed starting from the calibrated typical 

day model. The first cluster SB-MD-MI includes in addition to the typical day demand, a congestion 

related event and a diversion related response plan. This response plan had one diversion route that 

used 8 signals. The diversion route assigns people travelling on SR-78 EB who normally take I-15 SB to 

continue on SR-78 to Center City Parkway and to enter I-15 SB using the Valley Parkway on-ramp. Table 

4-12 shows the Signals that were selected by the DSS for the response plan and the time plan that was 

implemented. The response plan was active from 8:44 am to 9:03 am. 

Table 4-12: Signalized Intersection Response Plan Data – AM-1 

 

 

4.3.1 Link Count Comparisons 

Although the calibration target was for counts greater than 2000, in order to show a goodness of fit of the 

model the ramp counts were also included as part of the totally summary calibration results as well as the 

R^2 and slope. Table 4-13 shows the summary of the calibration targets noting that both the Flows over 

2000 and the sum of all flows (the two calibration target fields) are well above the guidelines.  
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Table 4-13: SB-MD-MI Flow Calibration Summary 

  

Tables 4-14 through 4-16 show the hourly details for the flow calibration results. It should be noted that 

counts that were less than 750 veh/hr were deemed valid if either the <15% difference or absolute 

difference is <150 (shown with a 1* in the tables) criteria were met. This is keeping with the USDOT 

Traffic Simulation Handbook’s guidelines. 
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Table 4-14: SB-MD-MI Flow Calibration Details (part 1) 
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Table 4-15: SB-MD-MI Flow Calibration Details (part 2) 
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Table 4-16: SB-MD-MI Flow Calibration Details (part 3) 
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4.3.2 Delay, Speed and Bottleneck Comparisons 

Below in Figures 4-1 and 4-2 the comparison of the Southbound and Northbound SB-MD-MI (Cluster 1) 

speed contours and bottlenecks. What can be seen here is that as expected for the AM the northbound 

has very little congestion while the southbound is heavily congested, more so than the typical day. Unlike 

the typical day results, which show the 5 minute speeds, these results have been summarize for every 15 

minutes. For each figure the real world data is shown on top and the model results are shown below with 

key interchange names shown for locational perspective. The flow of direction is always left to right. 

What these figures do show is that the model is able to do an acceptable job in representing the real 

world conditions in terms of bottleneck size, and duration as well as the overall reduction in speeds. 

 
Figure 4-1: 15-minute Southbound Speed Contours Real versus Modeled SB-MD-MI [Source: TSS] 
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Figure 4-2: 15-minute Northbound Speed Contours Real versus Modeled SB-MD-MI [Source: TSS] 

 

4.4  Calibration Results for Baseline – Cluster SB-MD-MI 

(2/09/2015) 
 
As explained early in the process the Cluster models were developed starting from the calibrated typical 

day model. The second cluster took place between 6:00am and 10:00am and was generated due to a 

congestion event that started at 7:49 am milepost 31.35 in the southbound direction, and was built off of 

the AM typical day. The congestion event was the result of the congestion associated with the 1 lane 

blockage from Caltrans event 899879, which blocked lanes 3, 4 from 7:28 am to 7:45 and the 1 lane from 

7:45 to 8:51 am at milepost 30.2, which is near the 9th avenue interchange with I-15 in Escondido. During 

the simulation there were 3 other Caltrans events on the I-15 one southbound event and 2 northbound 

events, one of which was outside of the network boundaries. Table 4-17 shows the details of the 5 events 

within the corridor. 

Associated with the congestion event – ID 754666 was a triggered response plan that activated at 7:59 

AM and was in place for an hour and five minutes till 9:04 AM. This response plan had one diversion 

route that used 8 signals. The diversion route assigns people travelling on SR-78 EB who normally take I-

15 SB to continue on SR-78 to Center City Parkway and to enter I-15 SB using the Valley Parkway on-

ramp. Table 4-18 shows the Signals that were selected by the DSS for the response plan and the time 

plan that was implemented. 
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Table 4-17: SB-MD-MI DSS and Caltrans Event Details 

 
 

Table 4-18: SB-MD-MI Signalized Intersection Response Plan Data 

 
 

4.4.1 Link Count Comparisons 

Although the calibration target was for counts greater than 2000, in order to show a goodness of fit of the 

model the ramp counts were also included as part of the totally summary calibration results as well as the 

R2 and slope. Table 4-19 shows the summary of the calibration targets noting that both the Flows over 

2000 and the sum of all flows (the two calibration target fields) are well above the guidelines.  

Table 4-19: SB-MD-MI (2/9/2015) Flow Calibration Summary 

 
 

Tables 4-20 through 4-22 show the hourly details for the flow calibration results. It should be noted that 

counts that were less than 750 veh/hr were deemed valid if either the <15% difference or absolute 

difference is <150 (shown with a 1* in the tables) criteria were met.   
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Table 4-20: SB-MD-MI (2/9/2015) Flow Calibration Details (part 1) 
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Table 4-21: SB-MD-MI (2/9/2015) Flow Calibration Details (part 2) 
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Table 4-22: SB-MD-MI (2/9/2015) Flow Calibration Details (part 3) 
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4.4.2 Delay, Speed and Bottleneck Comparisons 

Below in Figures 4-3 and 4-4 the comparison of the Southbound and Northbound SB-MD-MI (Cluster 2- 

2/9/2015) speed contours and bottlenecks. What can be seen here is that as expected for the AM the 

northbound has very little congestion while the southbound is heavily congested, more so than the typical 

day. Unlike the typical day results, which show the 5 minute speeds, these results have been summarize 

for every 15 minutes. For each figure the real world data is shown on top and the model results are 

shown below with key interchange names shown for locational perspective. The flow of direction is 

always left to right. 

What these figures do show is that the model is able to do an acceptable job in representing the real 

world conditions in terms of bottleneck size, and duration as well as the overall reduction in speeds. 

 
Figure 4-3: 15-minute Southbound Speed Contours Real versus Modeled SB-MD-MI (2/9/2015) 

[Source: TSS] 
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Figure 4-4: 15-minute Northbound Speed Contours Real versus Modeled SB-MD-MI (2/9/2015) 

[Source: TSS] 
 

4.5 Calibration Results for Baseline – Cluster NB-HD-HI 

(6/30/2015) 
As explained early in the process the Cluster models were developed starting from the calibrated typical 

day model. The third cluster takes place between 2:00 pm and 6:00 pm and is a good example where 

there is a very clear and quick correlation between the generated DSS-congestion event and the Caltrans 

trigger event. Caltrans event 966317 appeared in the system at 14:30 and involved a 1-lane blockage at 

milepost 23.85. The 1-lane blockage lasted for 56 minutes and then the event was moved to the shoulder 

for an addition 20 minutes. Congestion event 853963 was created 4 minutes after the appearance of 

trigger event at milepost 23.7 and lasted 56 minutes; therefore, meaning the congestion was no longer 

predicted once the event 966317 was updated to the shoulder. There were two other secondary events 

during the time period within the network both with no significant impact on the system and at milepost 

14.4. Table 4-23 provides the complete summary of the events for this period. 

Table 4-23: NB-HD-HI DSS and Caltrans Event Details 
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Associated with congestion event 853963 was the creation of a fairly detailed response plan that was 

implemented at 2:44 pm and lasted until 3:30 pm. The response plan included the use of one Dynamic 

Message Sign telling of the location of the incident and a 511 diversion that had traffic exiting I-15 NB at 

Ted Williams Pkwy EB to Pomerado Road NB, and re-entering I-15 NB at the Pomerado Road I-15 NB 

on-ramp. The diversion route included 15 signals that had signal timing plan changes and one ramp 

meter at the end of the diversion, Pomerado Road/W Bernardo Dr I-15 NB on-ramp, which was placed in 

rate 1 to allow for the highest rate of entry to the freeway. In addition, the ramp meter on the Bernardo 

Center Drive I-15 NB on-ramp was placed into rate 15 to restrict the flow of traffic into the mainline 

upstream of the event. Table 4-24 lists the 15 signals and the timing plans that were used for this 

diversion route. 

 
Table 4-24: NB-HD-HI Signalized Intersection Response Plan Data 

 

4.5.1 Link Count Comparisons 

Although the calibration target was for counts greater than 2000, in order to show a goodness of fit of the 

model the ramp counts were also included as part of the totally summary calibration results as well as the 

R2 and slope. Table 4-25 shows the summary of the calibration targets noting that although the sum of all 

counts meet the targets this model due to its high level of congestion had a few more challenges in 

meeting the count targets. When reviewing the counts, it is important to keep in mind the balance 

between the counts and the speeds.  
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Table 4-25: NB-HD-HI Flow Calibration Summary 

 

Tables 4-26 through 4-28 show the hourly details for the flow calibration results. It should be noted that 

counts that were less than 750 veh/hr were deemed valid if either the <15% difference or absolute 

difference is <150 (shown with a 1* in the tables) criteria were met.   

Table 4-26: NB-HD-HI Flow Calibration Details (part 1) 
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Table 4-27: NB-HD-HI Flow Calibration Details (part 2) 
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Table 4-28: NB-HD-HI Flow Calibration Details (part 3) 
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4.5.2 Delay, Speed and Bottleneck Comparisons 

Below in Figures 4-5 and 4-6 the comparison of the Southbound and Northbound NB-HD-HI (Cluster 3 

speed contours and bottlenecks is shown. What can be seen here is that as expected for the PM the 

northbound is the congested direction while the southbound is mostly uncongested, and for this case due 

to the severity and duration of the incident the congestion is significantly heavier than the typical day. 

Unlike the typical day results, which show the 5 minute speeds, these results have been summarize for 

every 15 minutes. For each figure the real world data is shown on top and the model results are shown 

below with key interchange names shown for locational perspective. The flow of direction is always left to 

right. 

What these figures do show is that the model is able to do an acceptable job in representing the real 

world conditions in terms of bottleneck size, and duration as well as the overall reduction in speeds. 

 
Figure 4-5: 15-minute Southbound Speed Contours Real versus Modeled NB-HD-HI [Source: TSS] 
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Figure 4-6: 15-minute Northbound Speed Contours Real versus Modeled NB-HD-HI [Source: TSS] 

 

4.6 Calibration Results for Baseline – Cluster NB-HD-MI 

(7/7/2015) 
As explained early in the process the Cluster models were developed starting from the calibrated typical 

day model. The forth cluster scenario is a unique scenario compared to the other scenarios evaluated. 

The major difference is that the trigger Caltrans event did not take place on the mainline but actually took 

place on the NB I-15 Off-Ramp to SR-78 WB. This ramp is a major 2 lane freeway-to-freeway ramp, 

which experiences a short closure followed by a one-lane blockage during the afternoon peak. The actual 

Caltrans event, 839457, was first reported at 5:04 pm and continued up until 6:00pm depending on the 

different sources that were provided, when investigating the field data that was available for that day it 

appears that the real impact of the closure was closer to 5:30 and hence for the model the lane blockage 

has been refined to reflect the field data and is what is shown in Table 4-29, the assumption is that the 

arrival of emergency vehicles and the repositioning of the vehicles involved as well as the passerby 

impact were later on.  The congestion event is actual event that was created by the system model at 5:19 

pm this was not changed as it reflects when the changes associated with the respond. Along the trigger 

event and the congestion event there were two other events in the network. Table 4-29 shows the 

adjusted event details as per how they were modeled as described above. 

Table 4-29: DSS and Caltrans events for Cluster NB-HD-MI 

 

Associated with the congestion event, was a response plan that was activated at 5:29:45 pm. This 

response plan focused around a 511-diversion route that recommended traveler to exit I-15 NB at 9th 
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avenue, to take Center City Pkwy NB to SR-78 WB from SR-78 WB travelers could either return to I-15 

NB or continue on SR-78 WB depending on whether the final destination was west on SR-78 or north on 

I-15. The diversion route had 11 signals that were changed and the upstream northbound 9th Avenue on-

ramp, which was locked at rate 15 that is the most restrictive. Table 4-30 shows the signals used as part 

of the response plan and the plan that they were set too. 

Table 4-30: Signalized Intersection Response Plan Data for Cluster NB-HD-MI 

 

4.6.1 Link Count Comparisons 

Although the calibration target was for counts greater than 2000, in order to show a goodness of fit of the 

model the ramp counts were also included as part of the totally summary calibration results as well as the 

R2 and slope. Table 4-31 shows the summary of the calibration targets noting that although the sum of all 

counts meet the targets this model due to its high level of congestion had a few more challenges in 

meeting the count targets. When reviewing the counts, it is important to keep in mind the balance 

between the counts and the speeds. 

Tables 4-32 through 4-34 show the hourly details for the flow calibration results. It should be noted that 

counts that were less than 750 veh/hr were deemed valid if either the <15% difference or absolute 

difference is <150 (shown with a 1* in the tables) criteria were met.   

Table 4-31: NB-HD-MI Flow Calibration Summary 
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Table 4-32: NB-HD-MI Flow Calibration Details (part 1) 
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Table 4-33: NB-HD-MI Flow Calibration Details (part 2) 
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Table 4-34: NB-HD-MI Flow Calibration Details (part 3) 

 

4.6.2 Delay, Speed and Bottleneck Comparisons 

Below in Figures 4-7 and 4-8 the comparison of the Southbound and Northbound NB-HD-MI (Cluster 4 

speed contours and bottlenecks is shown. What can be seen here is that as expected for the PM the 

northbound is the congested direction while the southbound is mostly uncongested, and for this case due 

to the severity and duration of the incident the congestion is significantly heavier than the typical day. 

Unlike the typical day results, which show the 5 minute speeds, these results have been summarize for 

every 15 minutes. For each figure the real world data is shown on top and the model results are shown 

below with key interchange names shown for locational perspective. The flow of direction is always left to 

right. 

What these figures do show is that the model is able to do an acceptable job in representing the real 

world conditions in terms of bottleneck size, and duration as well as the overall reduction in speeds. 
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Unlike the typical day or cluster 3 for the PM this cluster shows a less congested situations as the event is 

on a ramp rather than on the mainline of the freeway. 

 
Figure 4-7: 15-minute Southbound Speed Contours Real versus Modeled NB-HD-MI [Source: TSS] 
 

 
Figure 4-8: 15-minute Northbound Speed Contours Real versus Modeled NB-HD-MI [Source: TSS]  
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4.7 Hypothetical Case 
The typical day scenario will be used with an artificial major incident in order to be able to place the 

congestion in a location that will be able to be used with a controlled alternate route that will include 8 

Multi-Modal Intelligent Traffic Signal System (MMITSS) signals. Figure 4.9 shows the rough location of 

the hypothetical incident in red and the location of the 8 MMITSS signals in green. The only calibration for 

this case study is the Typical Day results for the PM time period as described early in this document. The 

idea is to have a severe incident lasting approximately 2 hours and starting with 3 lanes closed during the 

start of the peak (around 4:30) and ending with the shoulder freeway closed. The Pomerado Road 

diversion, which under the typical day is not overly congested, will be use to divert traffic around the event 

and due to the overall congestion created on the mainline will become congested warranting the use of 

the MMITSS application. 

 
Figure 4-9: Hypothetical Case Incident Location [Source: TSS] 

 

Hypothetical 

Incident 
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4.8 Summary 
This report presents the methodology used to calibrate the Aimsun microsimulation model for the 

baseline scenarios that were identified to through the post ICM evaluation cluster analysis. The calibration 

methodology involved starting with the already calibrated Aimsun ICM Online model for the I-15 corridor 

and taking the update to the typical day. This was done using standard modeling calibration techniques. 

As shown the typical model was well calibrated and deemed useable as the base for the four analysis 

clusters. 

It is worth mentioning that the calibration of such large-scale simulation models is a challenging task. 

Especially for the NB-HD-HI event where the severity of the congestion caused by the incident during the 

PM peak period causes a significant change when compared against the typical day. However, through 

the efforts of the calibration the model was sufficient set to be able to model this condition and also in 

therefore usable for testing various scenarios over the 3 phases of the project. 

Completing the calibration of the baseline scenarios is a significant milestone for this project. The next 

steps involve using these models to complete the three phases of the analysis plan and provide potential 

impacts and benefits from the various combinations of ATDM strategies and DMA applications.
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