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EXECUTIVE SUMMARY

Freight transportation plays a significant role in national, state, and local economies, thus
the performance of freight networks are of great concern. The projected rise in freight
volumes only strengthens these concerns highlighting the need for Freight Performance
Measures (FPMs) that can be used to monitor and identify issues within the transportation
network.

The current transportation bill, Moving Ahead for Progress in 215t Century (MAP-
21), indicates a freight plan to address freight congestion bottlenecks, identify critical
major intermodal centers to enhance connectivity, determine barriers to improved freight
performance, and explore the critical sections of the transportation network that need
prioritization in resource allocation to enhance Freight Performance Measures (FPMs).

GPS technology provides a new avenue for the estimation of FPMs that breaks
away from costly data collection methods such as spot count data and roadside
interviews. Researchers developed several approaches to analyze truck GPS data and
estimate network and freight facility FPMs, but issues such as the device spatial error,
identifying stops and trip ends, effect of non-recurring congestion still remain a challenge.

The American Transportation Research Institute (ATRI) in collaboration with the
Federal Highway Administration (FHWA) developed the Freight Performance Measures
Web-Based (FPMweb) Tool in 2011 to estimate operating speeds in 25 interstate
corridors using GPS data. Average speed values can be retrieved for a given state,
corridor, year, month, day, and time of the day but the tool cannot be used to forecast
truck volumes and speeds or provide any other FPMs. Other FPMs that can be obtained
using GPS data are: travel time reliability, connectivity and resiliency of intermodal
facilities, short term and long term travel time predictions, and temporal and spatial
patterns of travel time/speed/volume variation. These FPMs vary by urban typologies
(rural, suburban, and urban), by functional class (freeway, arterials), by trip type (short or
long by distance), by origin and destination (Il, IE, El, EE)! and by agency (private and
public sector).

The scope of this project was to evaluate the applicability of GPS truck data in
developing FPMs at the local, regional, and state level using the CFIRE region as a case
study. The major goals of the project are to: (a) provide a set of comprehensive FPMs
that can provide insight into functioning of the multifaceted freight transportation network,
and (b) examine the CFIRE freight network and compute FPMs using truck GPS data to
address MAP-21 objectives.

L Internal-Internal(11), Internal-External(IE), External Internal (EI), and External External (EE)
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1. INTRODUCTION

Freight transportation in the United States is expected to grow 23.5% until 2025 with
associated revenues up to 72% according to the American Trucking Associations (ATA)
and IHS Global Insight?. This increase in freight volume and its impact on the nation’s
freight network has raised great concern over the anticipated network’s performance. The
current transportation bill, Moving Ahead for Progress in 21t Century (MAP-21),
acknowledges the significance of freight and its impact on national, state, local and
regional networks and suggests a national and state strategic freight plan to assess and
improve freight corridors’ condition and performance.

The goals of this national freight policy are: (i) to invest in infrastructure and operational
improvements that strengthen the contribution of the national freight network to the
economic competitiveness of the United States; reduce congestion; and increase
productivity; (ii) to improve the safety, security, and resilience of freight transportation;
(i) to improve the state of good repair of the national freight network; (iv) to use advanced
technology to improve the safety and efficiency of the national freight network; (v) to
incorporate concepts of performance, innovation, competition, and accountability into the
operation and maintenance of the national freight network; (vi) to improve the economic
efficiency of the national freight network; and (vii) to reduce the environmental impacts of
freight movement on the national freight network (Moving Ahead for Progress in the 21st
Century Act, 2012). MAP-21 indicates a freight plan to address freight congestion
bottlenecks, identify critical major intermodal centers to enhance connectivity, determine
barriers to improved freight performance, and explore the critical sections of the
transportation network that need prioritization in resource allocation to enhance Freight
Performance Measures (FPMs).

FPMs estimation in the US has advanced with the utilization of truck GPS data by private
and public agencies at the end of the 20" century. Before that, data collection has been
a challenging task as it required spot count data and roadside interviews, methods that
provided inadequate information and is usually time consuming and costly. Information
provided by GPS data includes spatial information (X and Y coordinates), time stamp,
heading, spot speed, and a unique truck identifier. Additional information can also be
obtained such as weather conditions, distance, fuel consumption etc. Since the GPS
utilization is a new concept in FPMs estimation there are still many obstacles to be
addressed. Researchers developed several approaches to analyze truck GPS data and
estimate network and freight facility FPMs, but issues such as the device spatial error,
identifying stops and trip ends, effect of non-recurring congestion still remain a challenge.
The American Transportation Research Institute (ATRI) in collaboration with the Federal
Highway Administration (FHWA) developed the Freight Performance Measures Web-

2 http://www.trucking.org/article.aspx?uid=41434598-4c60-444d-bc83-38f06ded539d
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Based (FPMweb) Tool in 2011 to estimate operating speeds in 25 interstate corridors
using GPS data. Average speed values can be retrieved for a given state, corridor, year,
month, day, and time of the day but the tool cannot be used to forecast truck volumes
and speeds or provide any other FPMs. Other FPMs that can be obtained using GPS
data are: travel time reliability, connectivity and resiliency of intermodal facilities, short
term and long term travel time predictions, and temporal and spatial patterns of travel
time/speed/volume variation. These FPMs vary by urban typologies (rural, suburban, and
urban), by functional class (freeway, arterials), by trip type (short or long by distance), by
origin and destination (ll, IE, El, EE)3 and by agency (private and public sector).

1.1 Project Purpose and Scope

The scope of this project is to evaluate the applicability of GPS truck data in developing
FPMs at the local, regional, and state level using the CFIRE region as a case study. The
major goals of the project are to: (a) provide a set of comprehensive FPMs that can
provide insight into functioning of the multifaceted freight transportation network, and (b)
examine the CFIRE freight network and compute FPMs using truck GPS data to address
MAP-21 objectives.

1.2 Report Organization

This report is organized as follows: Chapter 2 provides an up-to-date literature review on
practices used in freight performance measures in the public and private sectors using
truck GPS data. Chapter 3 describes the data collection and methodology used to analyze
data in the CFIRE region followed data processing methodology in Chapter 4. Chapter 5
presents the suggested FPMs and how they are computed for the study area. Chapter 6
presents the linkage of the FPMs to workforce development. Chapter 7 presents the
conclusions and recommendations for future research.

3 Internal-Internal(1l), Internal-External (IE), External-Internal (El), and External-External (EE)
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2. LITERATURE REVIEW

In the following paragraphs the reader will be introduced in a thorough literature review
that has been conducted for each topic this study addresses. The literature review
presented in this section summarizes past and contemporary published work and relevant
studies conducted for: (i) road network reliability, (ii) truck parking demand analysis, and
(iii) freight performance measures using truck GPS data.

2.1 Road Network Reliability Literature
Elementary studies on transportation network reliability appeared as early as the mid-

1940s, but the topic attracted greater attention during the 1990s (Murray, et al., 2007).
Network reliability can generically be described as the probability that a network will be
able to function when specific elements fail. Road network reliability should be treated
differently from other networks (e.g., logical or cyber networks), due to the multi-
commodity flows and uniqueness of each trip’s origin and destination nodes (Bell, et al.,
1997) (lida, 1999). Road networks are by definition both stochastic and dynamic and their
functionality depends on a variety of factors that fluctuate with time (e.g., demand and
supply, recurrent and non-recurrent events) and can generate instability. Nicholson and
Du (Nicholson, et al., 1997) indicate two distinct sources of unreliability in transportation
networks: arc flow variations and capacity variations. In the flow case, travel time varies
with flow variations (given a constant link capacity), while in the capacity case (given a
constant link flow), travel time can vary due to capacity variations. In reality, travel time
variations occur due to the combined effects of both sources, but it is difficult to identify
the separate effects of each source, per se. In road network reliability analysis, a number
of uncertainty factors emerge, including the simplified network representation, the
treatment of trips outside the study area, and the non-uniqueness of link reliability
definitions (Bell, et al., 1997).

Typically, network reliability analysis examines short-term changes, in demand and
capacity (i.e., peak hour demand changes or capacity degradation due to incidents), in
contrast to uncertainty network studies that consider long-term changes in demand and
supply (e.g., network robustness and vulnerability, respectively). One challenging task
(both for researchers and practitioners) has been the development of metrics and
evaluation tools that can monitor and support network reliability decision making at all
levels (planning, tactical, operational, real time).

2.1.1 Network Reliability basics
Let G = (V, E) be a stochastic graph where: V and E are finite sets of nodes and links

respectively (Lucet, et al., 1999) (Rebaiaia, et al., 2013). The stochastic graph describes
a network whose elements function or fail independently under a specific probability.
Network reliability analysis aims to evaluate the global probability of functionality, given
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the failure/function probabilities of each system element. Let G’ = (V’,E’), such that: V'cV
and E’c(V’xV’)NE be subgraphs and G” = (V, E”) such E”c E partial graphs.

The elements of a network can have either a function or fail state only, thus the Boolean
cardinality that defines the element states is equal to 2 and there are 2™™ possible
network states, (n = |V|, m=|E]). It should be noted that for typical road network analysis,
possible network states are reduced to 2™ as nodes are considered to function at all times
(perfect nodes). A path P can be defined as a chain y = (xg,...,xk+1) of links (where
X1,...,Xk+1, are the nodes those links connect) in which the end point of a link i is the start
point of link i+1. Often it is written as u(x1,Xk+1). To have a connected graph, between any
two nodes X, y € V, a chain p(x,y) must exist. Similarly, a cut set C is a set of links such
that when they all fail the system fails as well. Accordingly, a minimal path or minpath can
be defined as a path with the minimum required links to keep a pair (or set) of nodes
connected (functioning system) and a minimal cut set or mincut as a set of minimum
required links to disconnect a system.

Reliability can be estimated for different numbers of terminals (i.e., origin and destination
nodes). K-terminal reliability is defined as the probability that every node that belongs in
KcV is connected with all other nodes in K. All-terminal reliability is defined as the
probability that every node in the network is connected to all other nodes. In general,
network reliability evaluation problems, both deterministic and stochastic (Rebaiaia, et al.,
2013) (Frank, et al., 1971) (Hwang, et al., 1981) fall under the NP-complexity (hard or
complete) category (Rebaiaia, et al., 2013) (Rosenthal, 1974) (Rosenthal, 1977). Even in
cases of K=2, the problems are considered as #P-complete i.e., numbered P-complete
(Rebaiaia, et al., 2013) (Valiant) (Brecht, et al., 1988).

2.1.2 Main Reliability Definitions
Road network reliability can be generically defined either as “connectivity” or as “travel-

time” reliability (Bell, et al., 1997) (Mine, et al., 1982). The major definitions identified in
the literature are: i) Connectivity (or terminal) reliability (Bell, et al., 1997) (Mine, et al.,
1982) defined as: “The probability that there exists at least one path without disruption or
heavy delay to a given destination within a given time period”, ii) Travel-Time Reliability
(Bell, et al., 1997) (Mine, et al., 1982) defined as: “The probability that traffic can reach a
given destination within a stated time”, and iii) Capacity Reliability (Chen, et al., 1999),
defined as: “The probability that the network can accommodate certain traffic demand on
the concept of network reserve capacity”. Other, less commonly observed, reliability
definitions from the literature (Murray, et al., 2007) (Watling, 2008) include: Behavioral
reliability, Travel-time budget reliability (Lo, et al., 2000) (Lo, et al., 2006), Travel demand
satisfaction reliability (Zhang, et al., 2001), and Road vulnerability (Berdica, 2000)
(Berdica, 2002).



2.1.3 Connectivity Reliability: Basic Concepts

Link and System Reliability
Reliability ra of link a, can be defined as the expected value of a state binary (0-1) variable

Xa, that equals 1 if link a is not disrupted/congested and zero otherwise (Mine, et al.,
1982). System (of links) reliability R, can be defined similarly by the expected value of a
“structure function” @(x), that can take values of one or zero, if the system is functioning
or is congested/disrupted, respectively. Link and system reliability are given by the
following equations:

la = E{Xa}, (1)
R = Pr(p(x)=1)=E{p(x)}, (2)

In simple link formations (serial or parallel as shown in Figure 1), reliability can be
estimated easily, given link function/failure probabilities using equations 3 and 4.
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‘ : i

A parallel system of order q

Figure 1 Serial and Parallel System of "q" Links
Source: Bell and lida (1997)
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Reliability Evaluation
Two main categories of connectivity reliability evaluation approaches have been

proposed in literature: topological methods and enumeration methods. The first category
is based on topological methods that involve the use of the reduction techniques, the
factoring theorem (which is the basis for a class of K-terminal reliability algorithms), and
decomposition (Rosenthal, 1977) (Satyanarayana, 1982) (Wood, 1985) (Wood, 1986).
Reduction techniques aim to reduce the network size and produce (an easier to evaluate)
equivalent network in terms of reliability. Decomposition methods aim to decompose the
network into smaller fragments whose reliabilities are integrated into a global network
reliability value.

The second category is comprised of enumeration methods and is subcategorized into
state and path-cut set enumeration methods. State methods enumerate all the possible
stochastic graph states keeping the smaller set between those that allow network
functionality and those that lead to failure. Path-cut set methods enumerate either minimal
paths or cuts to provide Boolean expressions and then to estimate this expressions
probability (Lucet, et al., 1999). To convert Boolean expressions into probabilities one can
use the inclusion-exclusion formula (also called Poincaré’s Theorem) or the sum of
disjoint products. Next we briefly present each method.

2.1.3.1 Exact Methods

Combination Method
The combination method (Bell, et al., 1997) is a simplified decomposition procedure,

applicable when a system can be expressed as a combination of series and parallel
systems, Global reliability can then be estimated by combining the estimated reliabilities
of all subsystems (i.e., using equations 3 and 4). The combination method allows direct
estimation of the system reliability but complexity increases if a link appears more than
once in the equivalent transformation (use of Boolean algebra is required).

Factoring Methods
Factoring methods (Rubino, 1998) are based on the link contraction concept. The idea is

to “merge” the two vertices of link i and generate a new graph G; (contraction graph) that
has one less node and link, than the initial graph G. If, on the other hand, link i was just
deleted, this would result in a (deletion) graph G2, which has the same nodes with initial
graph G, but one edge less. For 2-terminal reliability factoring is based on the following
equation:

Rst(G) = 1iRs¢(GF) + (1 — 1)Rs(GF) (5)



where: ri is the reliability of link i and R ;(G), R, :(Gf) and R, .(G), are the reliabilities of
the initial, contraction and deletion graphs respectively. Equation 5 can be generalized
for K-terminal reliability, as well.

Decomposition Methods
Decomposition methods (Lucet, et al., 1999) decompose systems to subsystems with

reliabilities easier to estimate. Global reliability is found by composing these smaller
subsystem reliabilities. The basic principle of decomposition is to split a graph G into two
subgraphs L and H separated by an articulation vertex (simple case) or a separating
boundary set F. The articulation vertex (or set of vertices F), disconnects L from H and
reliability of graph G can be estimated as:

R(G) = R(H)'R(L) (6)

For graphs that L is separated from H with a boundary set F, system reliability can be
estimated by the formula:

R(G) = Z Pr(H;) Pr(L;) -

HyLj / H(Hy) UL(Lj) is connected
where: Hi and L; are the sets of states of subgraphs H and L respectively

The reader is referred to the literature for a detailed discussion on decomposition
algorithms for network reliability estimation (Lucet, et al., 1999) (Rosenthal, 1977)
(Rubino, 1998) (Shogan, 1978) (Nakazawa, 1981) (Carlier, et al., 1996).

Enumeration Methods
Enumeration methods (Lucet, et al., 1999) can be categorized into state and paths or cuts

(also known as path—and-cut) enumerations, for minimal paths and minimal cut sets,
respectively (as described in the Network Reliability Basics section). For more information
on enumeration methods and algorithms, than the information given in the next sections,
the reader is referred to the literature (Wood, 1986) (Carlier, et al., 1996).

State Enumeration Method
The basic state enumeration principle estimates graph reliability by enumerating all the

possible states of a stochastic graph and keep the smaller set between those that allow
functionality and those that do not. For a stochastic graph G reliability can be estimated
as:

R(G) = Z Pr(G;,)) =1- Z Pr(G;) (8)

G(G;)functions G(Gy)fails



For a network comprised of m links, complete state enumeration requires the evaluation
of 2™ states.

Path-and-Cut Method
The path-and-cut method is more practical (to state enumeration) as reliability can be

estimated from minimal paths (minpaths) or minimal cut sets (mincuts), depending on
which are fewer on the corresponding graph, by estimating the probability of Boolean
expressions. When selecting to use minpaths, the path enumeration method estimates
all minpaths that allow network functionality and reliability is equal to the probability that
there exists at least one functioning minimal path. The cut set enumeration method
estimates all mincuts that lead to network failure. To better understand the path-and-cuts
method a small 2-terminal network reliability example is presented next (Bell, et al., 1997).

Series system in parallel
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Initial Network
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~ A

4

‘ | ° | . | _'
Paths: (1,2), (3,4) and (1,5,4)

Parallel system in series

Equivalent Transformation

o 60 060 00000
Cut sets:(1,3),(2,4), (1,4) and (2,5,3)

Figure 2 System Equivalent Transformations
Source: Bell and lida (1997)

The initial network shown in Figure 2 can be transformed (Bell, et al., 1997) (Lucet, et al.,
1999) to an equivalent series system in parallel or to a parallel system in series. Minpath
enumeration will lead to the equivalent series system in parallel. If one of the
(enumerated) minpaths (1, 2), (3, 4) or (1, 5, 4) is functional, then the whole system is
functional as well. Mincuts enumeration will lead to the equivalent parallel system in
series. If one of the four mincuts (1, 3), (3, 4), (1, 4) or (2, 5, 3) is not functional, then the
whole system is not functional as well. In general , if the total number minpaths is p and
the total mincuts number is ¢, we can express minpaths as P(1),P(2),...,P(p) and mincuts
as C(1), C(2),...,C(c).



Link a reliability can be defined as the expected value of some random binary state
variable x4 (as in equation 1). Furthermore, since the structure function as for a specific
path s corresponds to a series system it can be written as:

w@=[]_ =x ©)

where: x is a link state vector. In the example network if links 1, and 2 function and 3, 4,
5 fail then the state vector will be: xT=[1 1 00 0].

From the equivalent system (series in parallel) of parallel minpaths P(1),P(2),...,P(p), the
system structure function can be estimated by the following equation:

ow=1-[], 0-ae=1-[] (-], =) o

For the equivalent (series system in parallel) transformation in the example network the
structure function of the initial system can be written as:

P(x) =1 — (1 —x:%2)(1 — X3%4) (1 — X1X5Xy4)

In the same manner and while the structure function s of a mincut C(s) corresponds to
an equivalent parallel (sub) system, it can be written as:

poo=1-]] a-x (11)

Similarly, while the system consists of a series of mincuts C(1), C(2),...,C(c), the structure
function of the system can be written as:

(p(X) B 1_[5=1 to CBS(X) B l_[5=1 toc (1 - 1_[iEC(S)(l - Xi)) (12)

For the equivalent (parallel in series) transformation in the example network, the structure
function of the initial system can be written as:

p(x) =[1-(1=x)(1 =xz)] X [1 = (1 =x)(1 =x)] X [1 = (1 =x1)(1 = x,)] X
[1—(1—=x)(1=x5)(1 —x3)]

Both equations 10 and 12 will provide the same result for the structure function ¢(x), i.e.,
zero or one. In a similar manner, system reliability R can be defined as the expected value
of the system’s structure function ¢@(x) via equation 2. Thus, equations 2 and 10, can lead
to a minpath based expression of system reliability for a pair of nodes as:



R = E{p(x)} = E {1 — l_Lzl . (1 _ l_LeP(s)Xi> } (13)

and equations 2 and 12, to an equivalent mincut based reliability expression for a pair of

nodes:
R =E{p(0}=F {]_[ (1 -1 ].,.a- xl-))} (14)

To transform the Boolean ¢(x) expressions into probability expressions, one can use the
Poincaré’s Theorem also known as inclusion—-exclusion method. This method is
presented next.

Inclusion—Exclusion Method
The inclusion—exclusion method is a fundamental tool for transforming Boolean into

probabilistic expressions, when minimal paths or cut sets are known. It provides a path-
based approach for estimating network reliability (Bell, et al., 1997) (Lucet, et al., 1999).
After enumeration (e.g., minpaths or mincuts enumeration) is applied, a Boolean
expression @(G) is obtained. The terms of ¢ are all the minimal paths (or mincuts) and
each term is a product of Boolean variables (state variables) that are associated with each
element of a specific path (as those of the example given in the path-and-cut method).
This can be expressed mathematically as:

¢(G) = Z P; (15)

where: P; is the i-th minimal path’s Boolean expression such that:

Py = Hxik (16)

k

where: k is the number of elements (links) that constitute the minimal path i.
The reliability is then given as:
R(G)= E{(G)} 17)

Poincaré’s (inclusion—exclusion) formula for s minpaths is:

Ep@)= ) E(P} = ) E{Py P )4+ (D EPR PR} (g

1<is<s 1<il<i2ss

For example given a graph G that consists of two minimal paths P1 and P2 then:
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@(G) = P1 + P2 and E{@(G)} = E{P1 + P2} = E{P1} + E{P2} — E{P1 - P2}

Note: In Boolean expressions (of ¢(G), etc.) the operators "x", “+”, “-”, stand for Boolean

operations of “not”, “or” and “and”.

An equivalent formulation of the inclusion-exclusion formula that might be more
convenient for road network reliability evaluation is also provided (Bell and lida, 1997).
This formulation is presented right next. If Es is the event that all links in a path P(s) are
functioning, then reliability can be represented by a probability of the union of such events

Es that belong to the path P:
R = Pr{U ES} (19)
s=1top

The inclusion—exclusion formula is:

_ Z Z Pr{ESﬂEt}JrS:prZm;tEsﬂEtﬂEu 20)

s=1topall t+s

+ o4 (=1)P1Pr ﬂ E

s=1-p

The main drawback of the formula is that it contains many pairs of terms which cancel
out. Readers interested in the topic may find algorithms that generate only the non-
cancelling terms in the literature (Sun, et al., 2012).

Sum of Disjoint Products (Fratta—Montanari) Method
The Fratta-Montanari method (Bell, et al., 1997) (Lucet, et al., 1999) (Fratta, et al., 1973)

converts Boolean expressions ¢ into probabilistic expressions as well. It differs from the
previous method in that the Boolean expression ¢(G) is transformed so that one event
will not include another event of the sum. i.e., all the product terms will be disjoint (Lucet,
et al., 1999). This can be achieved with the following formula:

#(6) = im) =P+ im 11 @ @y

where:

Py = 15, xij (22)
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and

P -
R=xat Y% | [ @) 23)

Reliability can then be estimated as:

i-1

()1 (24)

j=1

R = E{p(@)} = F{P.} + iE{[Pi 11

Bell and lida (1997), provide an equivalent formulation of equation 24, as well:

R = Pr{E; + [not E, ﬂ(E2 U E, U Wi (25)

The first and second terms of equation 25, become exclusive events to each other and
this transformation is repeated until the second term becomes an empty ev