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1. ABSTRACT 
 

An islanding condition occurs when a distributed generation (DG) unit continues to energize a 
part of the grid while said part has been isolated from the main electrical utility. In this event, if 
the power of the DG exceeds the load, a transient over voltage (TOV) will occur. The adverse 
effects of TOVs and islanding require that sub-circuits within a power grid not only allow the 
detection of islanding and TOVs, but also mitigate the over voltages while having the ability to 
disconnect DG from the grid, if necessary. This paper proposes a solution to this problem based 
on wireless sensor networks (WSN) and the use of electric vehicle (EV) charging stations as 
their central communication hubs. Using a simulation, EVs connected to the charging stations 
are fast-acting loads for the mitigation of TOVs. 
 

2. INTRODUCTION 
 

As more DG becomes part of the power grid infrastructure, it is important to understand how the 
large-scale use of DGs will affect grid operations. A lack of adequate network protocols and 
regulations related to islanding allow for potential network instabilities [1]. Islanding and 
subsequent TOVs are critical risks associated with the increasing implementation of DGs.  
 
TOVs might occur when a photovoltaic (PV) system, or other DG units, continues to feed power 
into a circuit that has been isolated from the main grid [2]. When DG power exceeds the overall 
load of the isolated circuit, TOVs can reach critical operating conditions, as illustrated in Figure 
1.  
 

 
 

 
 

 
 
Several situations can cause TOVs.  These may include, but are not limited to: 
 

 A change of protocol on the part of the energy provider 
 Equipment failures 

Figure 1: Islanding with transient over voltages. 
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 Lightning 
 

Islanding has been known to cause adverse situations such as personal safety hazards, equipment 
damage, grid interference, and power quality issues [3]. Therefore, it is imperative to find 
effective methods that will allow for the avoidance or at least the mitigation of over voltages, 
which will allow for a more consistent and reliable power network. IEEE-1547, UL1741 and 
IEC-62116 are some of the standards that  provide guidance as related to implementing DGs into 
a pre-existing network infrastructure [4, 5, 6].  
 
Several mitigation techniques that have been proposed to avoid over voltages. The Hawaiian 
Electric Company (HECO) has proposed two mitigation options to minimize the potential of 
TOVs [7]. These methods are based on instantaneously switching off PV inverters when TOVs 
are detected, which will allow for the protection of utility and/or customer equipment.  
 
Using PV inverters with the ability to switch off their power supply after transient voltages are 
detected is a potential solution. Currently, most modern day inverters have this feature. Another 
option involves the installation of fast-acting automatic transfer switches (ATS) for inverters that 
do not have the built-in ability to turn off automatically when TOVs are measured. The 
requirements of HECO for the aforementioned options is that the device will trip within one 
cycle, or when the voltage is more than 120 percent of the nominal value [7].  
 
For the IEEE1547 and the UL-1741, a two-second response time (or faster) is required for 
islanding protection [8-9]. In an islanding event, the risk of TOV is related to the minimum load 
to generation ratio (MLGR). The MLGR is defined as an annual minimum load on the relevant 
power system section divided by the aggregate DGs capacity within that section of the 
infrastructure.  
 
For larger MLGRs, the risk of TOV in an islanding event is much smaller. The risk levels are 
very low for a MLGR greater than 4, moderate for a MLGR between 2 and 4, and very high 
when the MLGR is less than 2 [10].  
 
When TOVs occur in a network, they must be addressed with mitigation. A relevant solution 
would be to add significant, fast-responding loads to the network. EV charging stations, which 
can also be used as communication hubs, are ideal load controllers for this scenario because they 
can quickly utilize the capacities of the attached EV batteries as additional network loads, if not 
already being charged. Whenever islanding is detected and TOVs have occurred, the 
instantaneous charge of the EV batteries acts as an additional network load, allowing for voltage 
mitigation.  
 
Fast detection methods for TOV and islanding, as well as communication protocols for voltage 
mitigation are needed for the aforementioned scenario.  
 
Passive methods are based on monitoring of the local variables within the grid and comparing 
them to predetermined thresholds. On the other hand, in an active method, a small disturbance is 
injected into the system, and the response is monitored in order to decide whether islanding has 
occurred, or not [2, 3, 13, 14].  
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Several failures have been reported regarding existing systems used to implement anti-islanding 
protection [15]. Hence, DG devices using on/off switches to prevent transient over voltages 
cannot be considered entirely reliable. 
 
Communication methods are based on transmitting data between the grid and DGs and should 
not have any adverse effects on power quality and network reliability. A common wire-based 
communication protocol is power line carrier communication (PLCC). It uses a transmitter 
installed on a line with a protection switch and a receiver located near a PV inverter. The 
transmitter will intermittently send a signal to the receiver using a specific frequency with the 
power line acting as the communication channel. As long as the receiver can obtain the signal 
from the grid, the system is operating in a normal voltage range. Any interruption to the 
communication signal will result in the initiation of a disconnect command being sent from the 
receiver to the inverters. This method provides reliable islanding detection, however, it has yet to 
be commercialized. One of the main reasons for a lack of commercialization is due to the high 
cost of the broadcasting equipment. In addition, the PLCC method requires costly physical 
changes to already existing power line infrastructure [16, 17, 18, 19].  
 
In this report, a wireless communication method to detect and mitigate TOVs, using the 
IEEE802.15.4 standard and utilizing EV charging stations as control hubs, is examined. In the 
proposed method, the charging station based controller unit monitors the network for islanding 
by analyzing wirelessly transferred data from sensor units within the network. When TOVs are 
detected, the controller unit initializes rapid EV battery charging based on a pre-determined 
routine to add additional loads to the network.  
 

3. NETWORK TOPOLOGY  
 

The distance between the transformer and an inverter in a section of a network grid is usually 
less than 100 meters. One-hop ZigBee wireless communication devices feature a broadcasting 
coverage of more than 100 meters under normal operating conditions. Therefore, it is feasible to 
use low-latency ZigBee technology for sensor communication and data transfer within secondary 
networks.  
 
A “star network topology”, as illustrated by the example in Figure 2, is the preferred 
communication setup when the network area is small. This topology consists of a personal area 
network (PAN) coordinator as a single central controller and a number of clients connected to 
sensors and actuators. All devices in this topology communicate with and via the central 
controller. EV charging stations can straightforwardly be utilized as PANs as they feature 
sufficient processing power, control capabilities, and a direct connection to the EV battery. 
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In a star topology setup, the network chooses a unique PAN identifier in order to operate 
independently, and without interference from adjacent networks. In Figure 2, the coordinator is 
denominated as UG, which is integrated into the EV charging station, and the UN+1 units are the 
clients. The proposed model uses a non-beacon enabled mode because the operations are not 
regulated based on back-off period slots. The PAN coordinator, as defined by IEEE802.15.4, can 
support anywhere from three to seven clients, which is sufficient for islanding detection and over 
voltage mitigation. Each data set is sent once, and there is no retransmission policy because the 
communication algorithm will measure and compare the voltage levels multiple times during 
each individual cycle. As a result of the multiple measurements, a destination node will not 
receive the data. Instead, the algorithm simply ignores the data, and looks at the next time 
interval.  
 
Nodes typically operate in a saturation condition, which means that during their activation time 
they will always be sending signals. When distributed power generation does not occur, the 
sensors will not operate [20, 21, 22, 23, 24].  
 
The communication error of the proposed setup can be quantified by the following equation:  

 
ܲ ൌ ݂ሺ ௗܲ, ܲ , ܲሻ 

 
The efficiency of communication protocol depends on several factors:  
 

 Occurrence of bad signals due to channel failure  (Pd) 
 Error occurrence due to signal collisions in the transmission line (Pc) 
 Errors caused by line noise (Pl) 

 

Figure 2: Proposed network communication topology ("star topology"). PAN is the 

personal area network, UN+1 units are clients, UG is the unit coordinator and generator in 
this example.

(1) 
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Pl depends on the signal to noise ratio (SNR), which is a function of the symbol-error probability 
(Ps) for the aforementioned modulation. The PAN coordinator constantly broadcasts current 
voltage levels to the nodes. If an abnormal situation is detected, the nodes will send data to the 
coordinator, which then investigates the correlation between the measured discrepancies and the 
reliability quantified by Pl.  
 
There are two methods for controlling this error. Option one involves adding redundancy to 
transmit messages, while the second option uses acknowledgments and retransmissions. Each 
WSN can be operated separately, or in a hybrid codification. Because the controller needs to act 
instantaneously in the event of islanding, the proposed algorithm cannot use either of the two 
proposed methods because both add too much latency to the communication. However, the error 
can be decreased by implementing a dedicated sensor for each PV inverter. By using these 
sensors in tandem with the aforementioned algorithm, efficiency is increased because the effects 
of channel noise and disturbances are reduced [25, 26, 27]. 
 

4. ISLANDING DETECTION AND VOLTAGE MITIGATION 
 

Figure 3 shows a schematic diagram of the proposed solution for islanding detection. Each 
ZigBee sensor is assigned to a dedicated PV panel (U1-UN). Furthermore, the secondary network 
contains two additional ZigBee sensors, one on each side of the main network switch (UL and 
UG). 

A. Islanding Detection 
 

The PAN coordinator monitors the network voltage at the EV charging station. It is programmed 
to instantaneously send the measured voltage signal to all clients for each time step. The 
operating voltage range is defined as 0.88Vg to 1.1Vg. Voltages outside of this range may 
indicate a network over-voltage. When clients receive a voltage signal from the coordinator, they 

Figure 3: Secondary power network equipped with ZigBee 

sensors for efficient over‐voltage mitigation. 
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will then compare the received voltage (Vg) to the locally measured one (V). If the local voltage 
is in the range, the device output (Oi is the output of device number i) will be set to zero. If not, 
the value will be one which means that this sensor detected the islanding situation. At the same 
time, the coordinator uses high frequency scanning to route the communication network for 
possible signals from the clients. For the energy issue and reducing the number of transmissions 
between each client and coordinator, the output will be sent to the coordinator only if it is 
changed in comparison with the last time step. If the coordinator does not hear from a client in 
the current time step, then it will use the value from the previous time step for that client. On the 
coordinator side, the number of devices that reported the islanding condition is counted and the 
result is compared with the threshold value. If it is less than the threshold, the coordinator 
decides that islanding has not occurred (De = 0) and the normal operation is continued. The 
power system controller is entered in the islanding mode (De = 1) when the counted value is 
greater than the threshold. Figs. 4 and 5 illustrate this logic. 
 

 
 

 Figure 4: PAN Network Logic. 
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B. Tripping the Inverters and Mitigating the Voltage 

 
A predetermined set of instructions are programmed into the coordinator, so that when islanding 
is detected, the coordinator can implement the appropriate response to mitigate relevant issues. 
Two possible mitigation methods are used.  
 
The first mitigation option is to instantaneously turn off, ‘tripping’ the PV inverters in each unit 
to mitigate voltage peaks in the fastest possible manner. After the coordinator detects islanding, 
it will send a trip command to each ZigBee sensor. The sensors will then trip their respective 
inverters.  
 
The second option is to add additional loads to the network, which are controlled by a 
microprocessor in the EV charging station, and can be instantaneously connected to the network. 
This allows the voltage to be kept in a safe operating range. The proposed method requires 

Figure 5: Schematic illustrating coordinator detection. 
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additional auxiliary loads of various sizes within the secondary network. Voltage rises in the 
network are mitigated by instantaneously adding these loads to the network. Figure 6 illustrates 
this process.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Each load can be controlled remotely by the coordinator. After islanding is detected, the 
additional loads will enable mitigation of the over voltages. The control algorithm of the 
coordinator is optimized to find the optimal combination of loads that will keep the voltage level 
in the defined range in the shortest amount of time. Figure 7 shows a flowchart for the 
aforementioned process. 

Figure 6: TOV mitigation using various loads. 
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If the controller is not able to mitigate the voltage to a safe operating range using all of the 
available loads, it will then revert to option 1 and trip off all available DG inverters within the 
network. This allows the ability to minimize damage to network infrastructure and household 
appliances. 
 

5. SIMULATION RESULTS 
 

Powersim’s simulation environment (PSIM) was used to simulate the proposed islanding 
detection methodologies with a simplified model of a secondary network, including household 
loads with adjacent DG, and an EV charging station used as the PAN controller. PSIM is 

Figure 7: TOV mitigation logic using added loads (b=1.1Vg). 
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currently one of the fastest simulators for power electronics simulation. Its engine enables 
simulation of various electric circuits in combination with complex control methodologies.    
 
The simulation itself incorporates 10 household loads, each connected to a DG unit, which 
consists of PV panels and an inverter. To simplify the model, the PV inverters are defined as 
current sources. An additive white Gaussian noise (AWGN) channel, as well as randomized fault 
signals, were added to the communication line model to simulate potential disturbances in the 
frequency band.  
 
Figure 8 depicts the results that occur when the inverters are tripped. In this scenario, PV 
inverters are disconnected from the network after islanding has been detected by the coordinator.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The next simulation involves using three loads to mitigate the TOVs. In this scenario, Load1 is 
set to be smaller than Load2, and Load2 is set to be smaller than Load3. Figures 9 and 10 show 
the results of a TOV mitigation using this load setup.  
 
In the scenario of Figure 9, the TOVs caused by the distributed generation after islanding is so 
large that the capacity of the available loads are insufficient to mitigate the voltages to an 
acceptable range. After the PAN coordinator in the EV charging station recognizes the lack of 
available mitigation loads, it instantaneously sends a signal to trip the inverters.  
  

Figure 8: Voltage after inverters are tripped.  
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Figure 10 illustrates a successful mitigation of TOVs utilizing the three additional loads within 
the simulation. When islanding is first detected, the coordinator determines and implements the 
best combination of loads by testing various switching combinations. This is done by first adding 
the largest load aggregation (all loads) to the network and gradually iterating to the smaller 
capacities until the voltage is sufficiently constrained to the optimal range.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Figure 10: Successful mitigation of transient over voltages using 3 loads with 

different values 

Figure 9: Large TOVs with insufficient available loads. 
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6. CONCLUSIONS 

 
This paper introduces an islanding detection method based on the IEEE 802.15.4 standard. Using 
a simulation, a linkage of wireless communication sensors and actuators are distributed at 
various DG inverters and switches within the secondary network, and setup to monitor the 
network for possible transient over voltages. In addition, the processing capabilities of an EV 
charging station controller are used to act as a central coordinator. It was shown that the 
proposed setup is capable of overcoming typical challenges associated with islanding detection 
and over voltage mitigation. First, to overcome communication errors, a group of sensors is used 
in tandem rather than relying solely on one sensor in a section of the network, and hence 
increases detection reliability. Second, there is an increase in ability to react to various situations 
because the sensors are distributed throughout the network, and provide instantaneous feedback 
to the central controller. For example, when islanding is detected, the controller can either decide 
to trip all the inverters, or add a combination of additional network loads to the network to 
regulate the voltage to an accepted range. The simulation results indicate that by using the 
proposed methods, islanding and associated TOVs can be mitigated in an appropriate and 
efficient manner.  
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